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PREFACE

Thit manual’ i's: the: principel: source: of reference: information for the system management features of CP-V. [ defines
thee rules for selecting Hardware for a CP-V system, generating & CP-V system, authorizing users, maintoining user
accsunting records;,, monitbring: system performance,. and other refated functions.

Mariuals describing: otherr features 6f CP=V are outlined below:

¢ The CP=\¥ Botch: Reference Manual, 9017 64, is the principall source of reference infarmation for the batch
processing: features. of CP-V (i.e., jobs control commands, system procedures, I/Q procedures, progrom
looding and’ exegution, debugging aids, and service processors).

¢ The CP=V Time-Sharing: Reference Manual, 90'09 07, is the primeipal source of information for the fime-
shariny: features of CP=V., It defines the rules for using the Terminal Executive Longuage and other ter-
mitial processors,

e The CP~V Time~Sharing User's Guide, 90 16 92, describes how to use the various fime-sharing features,
It presents: an: inthoductory subsset of the features in a format thot ollows the user to learn the moterial by
using the feutures at a terminal as he reads through the document,

¢ The CP=¥ Remote Processimg Referemce: Manual, 90 30 26, is the principal source of information cbout the
remote processing features of CP-V, All information alsout remote processing for alf computer persormel
(rémate and: local users, systemr maregers, remote site operators, and central site operators) is included in
the manual,

& The CP-¥ Operations Reference Manuel, 90 16 75, is the principal source of reference information for
CP-V computer operators. It defines the rules for operator communication {i.e., key-ins and messages),

system start-up and initialization, job and system control, peripheral device handling, recovery and file
preservation,

e The CP-V Common Index (90 30 80) is an index to all of the above CP-V manuals.

Information for the language and application processors that operate under CP-V iselso described in separate man~
uals. These manuals are listed on the Related Publications page of this manual.



COMMAND SYNTAX NOTATION

Notation conventions used in command specifications and examples throughout this manual are listed below.

Notation

Description

lowercase letters

CAPITAL LETTERS

(]

Numbers and
special characters

Subscripts

Superscripts

Underscore

®OO

Lowercase |etters identify an element that must be replaced with a
user-selected value,

CRndd could be entered as CRAO3.

Capital letters must be entered as shown for input, and will be printed as
shown in output.

DPndd means "enter DP followed by the values for ndd".

An element inside brackets is optional. Several elements placed one under
the other inside a pair of brackets means that the user may select any one or
none of those elements,

KEYM] means the term "KEYM" may be entered.
Y

Elements placed one under the other inside a pair of braces identify a re-
quired choice,

A .
{id} means that either the letter A or the value of id must be entered.
The horizontal ellipsis indicates that a previous bracketed element may be
repeated, or that elements have been omitted,

name [,name]. .. means that one or more name values may be entered,
with a comma inserted between each name value,

The vertical ellipsis indicates that commands or instructions have been
omitted.

MASK2 DATA, 2 X'TEF'
. means that there are one or more state-
ments omitted between the two DATA
directives,

BYTE  DATA, 3 BA(L(59))

Numbers that appear on the line (i.e., not subscripts), special symbols, and
punctuation marks other than dotted lines, brackets, braces, and underlines
appear as shown in output messages and must be entered as shown when input.

(value) means that the proper value must be enfered enclosed in
parentheses; e.g., (234).

Subscripts indicate a first, second, etc., representation of a parameter that
has a different value for each occurrence,

sysidy,sysidy,sysid3 means that three successive values for sysid
should be entered, separated by commas,

Superscripts indicate shift keys to be used in combination with terminal keys.
c is control shift, and s is case shift.

Les means press the control and case shift (CONTROL and SHIFT) and
the L key,

All terminal output is underscored; terminal input is nof,

IRUN means that the exclamation point was sent to the terminal, but
RUN was typed by the terminal user.

These symbols indicate that an ESC (&), carriage return (&), or line feed
(®) character has been sent,

IEDIT @ means that, after typing EDIT, a carriage return character
has been sent,

xi



GLOSSARY

ANS tape  a tape that has labels written in American
National Standard (ANS) format.

auto-call processor a user-specified processor that is
automatically connected to the user's terminal when
he logs on.

batch job  a job that is submitted to the batch job stream
through the central site ¢ard reader, through an on=<line
terminal (using the BATCH processor), or through a re-
mote terminal,

binary input input from the device to which the Bl
(binary input) operational label is ussigned.

charge ¢lass an arbitrary elassification of users to which
users and rate tables may be assigned for accounting

purposes.

charge rate table a table containing user-assigned charge
values for each one of a number of chargeable use ac~
counting resources.

compute time (performance control) the time spent com-
puting during one interaction period.

concatenation a process whereby a number of files with
the same filename and format are treated as one logical
file. Concatenation is only applicable to ANS tapes.

conflicting reference a reference to a symbolic name
that has more than one definition. :

control command any control message other than a key-
in. A control command may be input via any device
to which the system command input function has been
assigned (normally a card reader).

control message any message received by the monitor
that is either a control command or a control key-in.

control parameter (performance control) a system param=-
eter that can be modified to tune the system.

cooperative a monitor routine that transfers information
between a user's program and disk storage {also see
"symbiont"),

data control block (DCB) a table in the user's program
that contains the information used by the monitor in
the performance of an I/O operation.

external reference a reference to a declared symbolic
name that is not defined within the object module in
which the reference occurs. An external reference
can be satisfied only if the referenced name is de-
fined by an external load item in another object
module.

xii

file extension a convention that is used when certain
system output DCBs are opened, Use of this conven-
tion causes the file (on RAD, tape, disk pack, etc.)
connected to the DCB to be positioned to a point just
following the last record in the file. When additional
output is produced through the DCB, it is added to the
previous contents of the file, thereby extending the
file.

function parameter table (FPT) a table through which a
user's program communicates with & monitor fuhction
{such as an 1/0 function).

ghest job a job that is neither a batch nor an on-line
program. It is initlated and logged on by the monitor,
the operator, or another job and consists of a single
jobstep. When the ghost program exits, the ghost is
logged off.

global symbol a symbolic name that is defined in one
program module and referenced in another.

GO file a temporary disk storage file consisting of re-
locatable object modules formed by a processor.
granule a block of disk sectors large enough to contain

512 words (a page) of stored information.

interaction time the time between the completion of one
terminal input command and the completion of the next.

item (perfermance control)
item,

a control parameter or use

job information table (JIT) a table associated with each
active job. The table contains accounting, memory
mapping, swapping, ferminal DCB (M:UC), and tempo-
rary monitor information. '

job step a subunit of job processing such as compilation,
assembly, loading, or execution. Information from cer-
tain commands (JOB, LIMIT, oand ASSIGN) and all
temporary files created during a job step are carried
from one job step to the next but the steps are otherwise
independent.

key a data item consisting of 1-31 alphanumeric charac-
ters that uniquely identifies a record.

key=-in information entered by theoperator viaakeyboard.

library load module a load module that may be combined
with relocatable object modules, or other library load
modules, to form a new executable load module.

linking loader a program that is capable of linking and
loading one or more relocatable object modules and
load modules.



load map alisting of loader output showing the location
or value of all global symbols entering into the load.
Also shown are symbols that are not defined or have
multiple definitions.

load module (LM) an executable program formed by the
linking loader, using relocatable object modules
(ROMs) and/or modules (LMs) as input information.

logical device aperipheral device that is represented in
a program by an operational label {e.g., BI or PO)
rather than by specific physical device name.

logical device stream an information stream that may be
used when performing input from or output to a sym=-
biont device. At SYSGEN, up to 15 logical device
streams are defined. Each logical device stream is
given aname (e.g., L1, P1, C1), each is assigned to
a default physical device, and each is given default
attributes. The user may performI/O through a logical
device stream with the default physical device and
attributes or he may change the physical device and/or
attributes to satisfy the requirements of his job.

monitor a program that supervises the processing, load-
ing, and execution of other programs.

object language the standard binary language in which
the output of a processor is expressed.

object module the series of records containing the load
information pertaining to a single program or subpro-
gram (i.e., from the beginning to the end). Object
modules serve as input to the Load processor or Link
processor.

on-line job a job that is submitted through an on-line
terminal by a command other than the BATCH command,

operational label a symbolic name used to identify a
logical system device.

overlay loader a monitor routine that loads and links
elements of overlay programs.

overlay program a segmented program in which the ele-
ment (i.e., segment) currently being executed may
overlay the core storage area occupied by a previously
executed element.

physical device a peripheral device that is referred to
by a name specifying the device type, 1/0 channel,
and device number (also see "logical device").

program product a compiler or application program that
has been or will be released by Xerox, but is not re-
quired by all Sigma users and is therefore made avail-
able by Xerox on an optional basis. Program products
are provided only to those users who execute a License
Agreement for each applicable Sigma installation.

prompt character a character that is sent to the terminal
by an on-line language processor to indicate that the
next line of input may be entered.

protective mode a mode of tape protection in whichonly
ANS expired tapes may be written on through an ANS
DCB; no unexpired ANS tape may be written on through
a non-ANS DCB; all ANS tapes must be initialized by
the Label processor; no tape serial number specification
is allowed at the operator's console; specification of an
output serial number in an ANS DCB forces processing
to be done only on a tape already having that serial
number; tapes mounted as IN may not be written; and
tapes mounted as other than IN must have a write ring.
(See "semiprotective mode". )

public library a set of library routines declared at
SYSGEN to be public (i.e., to be used in common by
all concurrent users).

reentrant an attribute of a program that allows the pro-
gram fo be shared by several users concurrently. Shared
processors in CP-Vare may reentrant. That is, each in-
stance of execution of the single copy of the program's
instructions has a separately mapped copy of the exe-
cution data.

relative allocation allocation of virtual memory to a
user program starting with the first unallocated page
available.

relocatable object module (ROM) a program or subpro-
gram in Xerox Sigma object language generated by a
processor such as Meta-Symbol or FORTRAN,

remote processing an extension of the symbiont system
that provides flexible communication between CP-V
and a variety of remote terminals.

resident program a program that has been loaded into a
dedicated area of core memory.

response time the time between the completion of termi-
nal input and the first program activation.

scheduler a monitor routine that controls the initiation
and termination of all jobs, job steps, and time slice
quanta,

secondary storage any rapid-access storage medium other
than core memory {e.g., RAD storage).

semi-protective mode a mode of tape protection in which
a warning is posted to the operator when an ANS DCB
attempts outputon a non-ANS tape or an unexpired ANS
tape, when a non-ANS DCB attempts output on an un=
expired ANS tape, or when a tape mounted as INOUT
has no write ring. The operator can authorize the over-
writing of the tape or the override of INOUT through a
key-in (OVER and READ). ANS tapes may be ini-
tialized by the Label processor or may be given labels
as the result of an operator key-in; tape serial number
specification is allowed at the operator's console; and
specification of an output serial number in an ANS
DCB forces processing to be done only on a tape al-
ready having that serial number unless the operator
authorizes an overwrite. (See "protective mode".)
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session time
log=off.

the time between terminal log-on and

shared processor o prograti {e.g., FORTRAN) that is
shared by all concurrent users. Shared processors must
be established during SYSGEN or via DRSP.

siding (performance control) the text that appears fo
the left of a value in a performance display to help
explain the value.

source language o language used to prepare a source
program suitable for processing by an assembler or
compiler.

special shared processor a shared processor that may be
in eore memory concurrently with the user's program
(e.y., Delta, TEL, or the FORTRAN library).

specific allocation allocation of a specific page of
unallocated virtual memory to a user program.

SR1, SR2, SR3, and SR4 see "system register", below.

static core module a program module that is in core
memory but is not being executed. )

stream—~id the name of a logical device stream.

symbiont a monitor routine that transfers information

between disk storage and a peripheral device inde-
pendent of and concurrent with job processing.

symbolic input input from the device to which the Sl
{symbolic input) operational label is assigned.

symbolic name an identifier that is associated with
some particular source program statement or item so
that symbolic references may be made to it even though
its value may be subject to redefinition.

SYSGEN see "system generation”, below.

system generation (SYSGEN) the process of creating an

operating system that is tailored to the specific require~

ments of an installation. The major SYSGEN steps in-

clude: gathering the relevant programs, generating

specific monitor tables, loading monitor and system

processors, and writing a bootable system tape.

xiv

system library a group of standard routines in ebject-
language format, any of which may be incorporated in
a program being formed.

system register a register used by the monitor te commu-
nicate information that may be of use to the user pro-
gram (e.g., error codes). System registers SR1, SR2,
SR3, and SR4 are current general registers 8, 9, 10,
and 11, respectively. :

task contrel block (TCB) & table of program control in-
formation built by the loader when a load module is
formed. The TCB is part of the load module and con~
tains the data required to allow reentry of library rou-
tines during program execution or to allow entry to the
program in cases of traps, breaks, etc. The TCB is
program associated and not task associated.

task turniaround time see "user response time".

thinking and typing time the time between the terminal
read that is issued by the program and the end of the
user response (input complete).

tuning a system the modification of an operating sys-
tem to adjust system resources fo meet changing
requirements,

unsatisfied reference a symbolic name that has been ref-
erenced but not defined,

use distribution a performance distribution that shows the
percentage of occurrences of a particular kind of
event that fall within a given range on an appro-
priate scale.

use group a group of related performance use values and
text in the form of siding and headers to explain the
values.

use item
siding.

a performance use distribution, use group, or

user response time the time from the completion of the
input command until the first character of output is
produced, or the next terminal read if no output occurs,
This time includes system response, queue delays due
to other users, and the processing time of the user's
program or processor,



1. INTRODUCTION

CP-V SERVICES

Control Program-Five (CP-V) is a comprehensive operating
system designed for use with Sigma 6/7/9 computers and a
variety of peripheral equipment. The current release of

CP-V offers

e On-line time-sharing, batch processing, remote pro-
cessing, and real-time services.

e Ability to handle o large number of concurrent users.

e High efficiency due to hardware relocation map, shared
reentrant processors, multiple 1/O processors, and de-
vice pooling.

e A complete recovery system coupled with preservation
of user files to provide fast restart following hardware
malfunction.

e For on-line users: highly efficient and extensive soft-
ware, file saving feature, fast response time.

e For batch users: on-line entry, local and remote entry
to an efficient multiprogramming batch job scheduler.

e For installation managers: thorough system monitoring
and reporting, control and tuning ability, extensive
error checking and recovery features.

e For all users: comprehensive accounting and a com-
plete set of powerful processors,

An additional mode of operation, transaction processing,
will be incorporated into the system in the near future.

TIME-SHARING AND BATCH PROCESSING

CP-V allows multiple on-line terminal users to concurrently
create, debug, and execute programs. Concurrent to time-
sharing, CP-V allows up to 16 batch processing jobs to
execute in its multiprogramming environment. An efficient
multi-batch scheduler selects batch jobs for execution
according to priority, job requirements, and availability of
resources. Batch jobs may be submitted to this scheduler
from a local batch entry device such as a card reader, from
an on-line user's terminal, or from a remote site such as a
remote batch terminal.

Time-sharing and batch users have access to a variety of
powerful and comprehensive language processors and facil-
ities. These processors and facilities are listed below.

Processor

TEL

EASY

Edit

FORTRAN IV

COBOL

Meta-Symbol

BASIC

APL
FLAG
FOP

Delta

COBOL On-line

Debugger

PCL

Link

Load

Batch

Manage

SL-1

CIRC

Function

Executive language control of all
terminal activities. (On-line only.)

Creation, manipulation, and execution
of FORTRAN and BASIC programs and
data files. (On-line only.)

Composition and modification of pro-
grams and other bodies of text. (On-

line only.)

Compilation of Extended FORTRAN 1V
programs,

Compilation of ANS COBOL programs.

Assembly of high-level assembly lan-
guage programs.

Compilation and execution of programs
or direct statements written in an ex-

tended BASIC language.

Interpretation and execution of programs
written in the APL language.

Compilation of fast "load-and-go"
FORTRAN programs.

Dubugging of Extended FORTRAN 1V
programs.

Debugging of programs at the assembly
language level. (On-line only.)

Debugging of ANS COBOL programs.
(On-line only.)

Transfer (and conversion) of data be-
tween peripheral devices.

Linkage of programs for execution.

Linkage of programs for execution.
{Batch only.)

Submission of batch jobs via an on-line
terminal or another batch job.

File retrieval, updating, and reporting.

Compilation of programs written in a
language designed specifically for
digital or hybrid simulation.

Analysis of electronic circuits.

Introduction 1



Processor Functiof.

EDMS Organization, storing, updating, and
deletion of information in a centralized
data base.

Sort/Merge Sorting ehd/or merging of records in
one or more files.

GPDs Experimentation with and evaluation of
system thethods, processes, and designs.
(Batch only. )

1400 Series Simulatioh of 1400 series computers,

Simulators (Batch only. )

REMOTE PROCESSING

The remote processing system is an extension of the CP-v
symbiont system. Its purpose is to provide for flexible com-
munication between CP-V and a variety of remote terminals.
These terminals can range from a simple card reader, card
punch, and line printer combination to another computer
system witha wide variety of peripheral devices. Any CP-V
user (batch, on-line, ghost) can communicate with any
number of devices at one or several remote sites. Because
CP-V can act as a central site to some remote sites and
simultaneously as o remote terminal to other computers,
the remote processing facilities encourage the construction
of communication networks.

REAL-TIME PROCESSING

The real-time services provided by CP-V allow users to
connect interrupts to mapped programs, control the state of
interrupts (e.g., trigger, arm/disarm, enable/disable),
clear interrupts either at the time of occurrence or upon
completion of processing, and disconnect interrupts no
longer required. Users may also request that a mapped
program be held in core in order to reduce the time required
to respond to an external event (via an interrupt) or to
allow various forms of special /O to occur., Programs may
be connected to one of the monitor's clocks such that after
a specified period of time, a specified routine is entered,

In addition, dedicated foreground memory may be used as
inter-program communication buffers or as dedjcated memory
for unmapped, master mode programs which may be directly
connected to external interrupts or real-time clocks,

SYSTEM MANAGEMENT FACII.ITIES

The manager of each CP-V installation must evaluate his
performance requirements before he can effectively use

2 System Management Facilities

the system management facilities. This evaluation must take
place prior to equipment selection since an effective equip-
ment selection can be made only with complete knowledge
of the intended use of CP-V,

The performance requirements that must be defined include
such things as the portions of system resources that must be
devoted to each class of service and the type of service de-
sired. In defining the type of service desired, both the
batch tufnaround time that is acceptable and the Interactive
delays that are tolerable must be defined. Other informa-
tion that will affect system performance includes the num-
ber of on=line users to be allowed, the maximum core mem-
ory to be allowed each user; and the maximum file space

to be allowed each on-line user.

Once an effective selection of equipment has beer made
and the system has been installed, the system manager may
exercise control over the performance of the system through
several facilities. These facilities include

e System Generation

e Performance Monitoring and Control

e File Backup Conirol

®  Log-on Supervisory Control

o Use Accounting

e  Operations Control

At the time a system is generated, a number of parameters
may be defined to tailor the system to the specific require-
ments of the installation. These parameters include such
things as:

1. Maximum core size allowed on-line users,

2. Maximum number of on~line users.

3. Number of characters at which to block terminal output.

4. Number of characters at which to unblock terminal
output,

5. Maximum number of tape drives and disk spindles al-
lowed users.

6. Amount of uninterrupted compute time guaranteed o
user after selection,

7. Size of time slice quanta,
8. Cutoff limits for peripheral output by batch and on-

line users.

After the system has been generated and put into operation,
the system manager may dynamically control the performance



of the system through the use of a control program. This
program is specifically designed to

1. Measure how well the system is performing.

2. Warn of immediate problems (e.g., permanent storage
is filling up, response time is becoming noticeably
slower, large numbers of terminal errors are occurring).

3. Help "tune" the system for both current and general
conditions.

4, Measure the importance of various parts of the system
such as the relative use of various processors in terms of
CPU time (this might have implications in determining
whether a particular processor is dropped or whether its
use justifies the effort to add new capabilities).

In addition, the system manager may control the level of
backup provided for user files by setting the frequency of
operation of the automatic file backup facility. The auto-
matic file backup facility periodically writes files that are
stored on disk storage onto magnetic tape so the files can
be restored in case of system failure.

The system manager and the computer operator control the
amount of disk storage space that is available to the users.
Any time the number of disk granules available for file stor-
age falls below a threshold level specified by the system
manager, all expired files are automatically deleted and
the operator is advised of the number of granules available
for files both before and after the expired files are deleted.
The operator may change the threshold level whenever nec-
essary. In addition, the operator may initiate a file purge
that deletes all files that have not been accessed since a
specified date. He may also initiate a file purge that de-
letes sufficient files, in order of recency of access (from
least recent to most recent), to bring the number of avail-
able granules up to a specified level.

Another system management facility is the log-on control
feature. This feature gives the system manager the means
of adding or deleting users and of controlling the privileges
granted to users, such as core size and the use of I/O de-
vices. It also allows the system manager to specify a pro-
cessor other than the Terminal Executive Language to which
an on-line user will be automatically connected when he
logs on.

CP-V has an extensive user accounting system. Statistics
maintained for each account number include

1. CPU time used.

2. Number of file 1/O service calls.

3. Number of terminal interactions.

4, Terminal connect time.

5.  Number of tape reels or disk packs mounted.
6. File storage used.

7. Number of cards read.

8. Number of pages printed.

9. Core storage used.

These statistics are automatically multiplied by charge rates
in rate tables that are defined by the system manager. Ac-
counting charges are listed at the end of every job, and a
subset of the statistics and charges is listed when an on-line
user logs off. Current values of statistics may be listed by
an on-line user through the use of a terminal command.

CP-V has several operational control features that allow the
system manager to exercise control over operations through
the computer operator. The computer operator may

1. Error and abort users.

Send messages to users.

Shut down and start on-line and remote batch services.
Control symbionts.

Respond to hardware errors.

Sl AR A

Control mounting and dismounting of magnetic tapes
and disk packs.

These functions are carried out through a console that also
provides a log of overall system operation.

Thus, within reasonable limits, the system may be modified
by system management facilities to meet changing perform-
ance requirements. Beyond these limits, control must be
exercised by direct management fiat and by education of
users.

System Management Facilities 3



2. SYSTEM OVERVIEW

INTROBMCTION COMMAND PROCESSORS
The CP-V operating system consists of a monitor and a The four processors in this greup are: LOGON/LOGOFF,
number of associated processors (Figure 1). The monitor EASY, TEL, and CCI. The first of these progcessors is avail-
provides overall supervision of program processing. The able to on-line and batch ysers, the second and third are
associated processors provide specific functions such as available to on-line users only, and the last is availgble to
compilgtion, execytion, and debugging. ' batch users only.
LOGON/LOGOFF

LOGON admits on-line users to the system and cennects

Processars are illustrated in Figure 1 at two levels. The the user's terminal either to TEL or to an alternatiye pro-
upper lgvel contains executive language and related pro- cessor, sych as BASIC, that hgs been selected by the user,
cessors. The lower level contains all other processors. LOGOFF disconnects a user from the system and dags the
These processors are defined in the following paragraphs. final cleanup and accounting.
Meonitor
Basic Control System Integrity
Scheduling and Swapping Initialization and Start-Up
Memory Management Operator Communication
Job Step Control Batch Debugging
Terminal 1/O System Debugging
Symbionts and Cooperatives Logd and Link
File Management Public and System Libraries
Command System Language Execution Service Application User Processors
Processors Management Processors Control Processors Processors R —
—_— Processors —_— Processors (O8G)
LOGON/ —_— FORTRAN 1V (OB) — Edit (OG) Sort/Merge (B)
LOGOFF (O8) Super (OB} Meta-Symbol (OB) Link (OB) PCL (OB) 1400 Simulator (B)
TEL (O) Control (OBG) BASIC (OB) Load (8) SYSGEN (OB) EDMS (B)
CCl (B) Rates (O) FLAG (OB) Delta (O) DEFCOM (OB) GPDS (B)
EASY (O) Fill (OG) ANS COBOL (08B) FDP (OB) SYMCON (OB) CIRC (On)!
FSAVE (OB) APL (OB) COBOL ANLZ (OBG)
FRES (OB) Manage (OB)! On-line BATCH (OB)
LISTDIR (OB} sL-1 (os)t Debugger (O)
VOLINIT
Label (8)
STATS (OBG)
Summary (OB)
DRSP (OB)
ERR: LIST (OB)
ERR:SUM (OB)
SYSCON (OG)
GAC (OBG)
PACKRECON
(O, B)
DEVDMP (O, B)
Note: O on-line
B botch
G ghost
'Progrum product (see glossary).

T 0
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EASY

EASY is a shared processor that enables the user to create,
edit, execute, save, and delete program files written in
BASIC or FORTRAN. EASY also allows the user to create
and manipulate EBCDIC data files. Although intended pri-
marily for Teletype® operations, EASY can be used with
any type of on-line terminal supported by the system.
(Reference: EASY/LN, OPS Reference Manual, 90 18 73.)

TERMINAL EXECUTIVE LANGUAGE

The Terminal Executive Language (TEL) is the principal
terminal language for CP=V. Most activities associated
with FORTRAN, COBOL ond assembly language program-
ming can be carried out directly in TEL. These activities
include such major operations as composing programs and
other bodies of text, compiling and assembling programs,
linking object programs, initiating execution, and de-
bugging programs. They also include such minor operations
as saving and restoring core images of programs for which
execution was interrupted, determining program status, and
setting simulated tab stops. (Reference: CP-V/TS Refer-
ence Manual, 90 09 07.)

CONTROL COMMAND INTERPRETER

The Control Command Interpreter is the batch counterpart
of TEL. It provides the batch user with control over the
processing of batch programs just as TEL provides on-line
users with control over the processing of on-line programs.
(Reference: CP-V/BP Reference Manual, 90 17 é4.)

SYSTEM MANAGEMENT PROCESSORS

System management processors furnish the manager ofa CP-V
installation with on-line control of the system. Eighteen sys-
tem management processors are supplied.

SUPER

Super gives the system manager control over the entry of
users and the privileges extended to users. Through the use
of Super commands, the system manager may add and delete
users, specify how much core and disk storage space a
user will have, and specify how many central site magnetic
tape units a user will have. He may also grant certain users,
such as system programmers, special privileges, e.g., the

®Registered trademark of the Teletype Corporation

privilege of examining, accessing, and changing the
monitor. (Reference: Chapter 4.)

CONTROL

The Control processor provides control over system perfor-
mance. CP-V has a number of performance measurements
built directly into the system. Commands of the Control
processor enable the system manager to display these mea-
surements and to "tune” the system as needed by setting new
values for the parameters that control system performance.
(Reference: Chapter 6.)

RATES

The Rates processor allows the system manager to set rel-
ative charge weights on the utilization of system services.

Specific items to which charge weights may be assigned
include

1. CPU time.

2. CPU time multiplied by core size.
3. .Termincl interactions.

4, 1/0 CALs.

5. Console minutes.

6. Tapes and packs mounted.

7. Page-date storage.

8. Peripheral 1/O cards plus pages.

(Reference: Chapter 5.)

FILL

The FILL processor performs three basic file maintenance
functions:

1. Tt copies files from disk to tape as a backup.
2. It restores files from tape to disk.

3. It deletes files from disk.

(Reference: CP-V/OPS Reference Manual, 90 16 75.)

Processors 5



FSAVE

The Fast Save (FSAVE) processor is designed to save disk
files on tape at or near tape speed. The processor is faster
than any other file saving procedure under CP-V. (Ref~-
erence: CP-V/OP$ Reference Manual, 90 16 75.)

FRES

The File Restore (FRES) processor is designed to restore to
disk files that were saved on tape by FSAVE. (Reference:
CP-V/QPS Reference Manual, 90 16 75.)

LISTDIR

The LISTDIR processor provides a method for obtaining a
listing of the number of granules in the file directory, in
the file information table, and in the free sector pool of
each account. It is also used to release null file directories
and the granules in their free sector pools back to the sys-
tem. (Reference: CP-V/OPS Reference Manual, 90 16 75.)

VOLINIT

VOLINIT provides for the initialization of public and pri-
vate disk packs. It is used to establish serial numbers and
ownership, to write headers and other system information in
selected areas of the volumes, and to test the surface of the
disks and select alternate tracks to be used in place of
flawed tracks. (Reference: CP-V/OPS Reference Man-
val, 9016 75.)

LABEL

The Label processor initializes ANS tapes by writing ANS
formatted labels. It moy also be used to create "un labeled"
tapes from new tapes to be used as scratch tapes and to
print the contents of the header and trailer labels of
labeled tapes or the first 80 bytes of each block on un-
labeled tapes. (Reference: CP-V/OPS Reference Man-
val, 90 16 75.)

STATS

The STATS processor displays and collects performance data
on a running system and produces snapshot files to be dis-
played by the report genergtor Summary. (Reference:
Chapter 6,)

6 Processors

SUMMARY

The Summary processor proyides a global view of system
performance by formatting and displaying the statistical data
collected by STATS. (Reference: Chapter 6.)

DRSP

DRSP (Dynamic Replacement of Shared Processors) enables
the system manager to dynamically add, replace, or delete
processors and monitor overlays. He may do this during
normal system operations with other users in the system,
(Reference: Chapter 10.)

ERR:LIST

The ERR:LIST program examines the hardware error leg file
ERRFILE for malfunction records that were written during a
specified time period and produces a formatted listing of
these records with (optionally) a summary of the records for
that period. The formatted listing is complete with head~
ings and formatting necessary for easy reading and use by
field personnel, (Reference: Chapter 12.)

ERR:SUM

The ERR:SUM program creates a listing that summarizes the
hardware errors that have occurred. ERR:SUM accesses the
hardware error summary file SUMFILE, a file that is updated
automatically by the ghost program ERR:FIL. (Reference:
Chapter 12,)

SYSCON

SYSCON is a system control processor that can be used to
partition resources from the system, to return resources to
the system, and to display the status of the various system
resources. SYSCON can also be used fo build, update, or
display the M:MODNUM file, o file which contains device
and controller model numbers. (Reference: Chapter 13.)

GRANULE ACCOUNTING CLEANUP PROCESSOR (GAC)

The Gronule Accounting Cleanup (GAC) processor cor-
relates information between the file DISKPOOL and the
account authorization file, :USERS. DISKPOOL s created
by the FSAVE processor and contains specific account in-
formation. Each account record in DISKPOOL contains an




entry for accumulated public disk pack granules and an
entry for accumulated RAD granules. When GAC is run,
these accumulated values are compared against the maximum
values for the corresponding accounts in the :USERS file
and the user's entry in the :USERS file is updated to reflect
the latest accumulated values for RAD and disk. When the
accumulated RAD or disk granules exceed the corresponding
maximum values, this fact is noted in the report that is
produced by the GAC processor. (Reference: CP-V/OPS
Reference Manual, 90 16 75.)

PACKRECON

The PACKRECON processor rebuilds the private volume
allocation tables on a disk pack when a crash has occurred
which affected the disk pack. (Reference: CP-V/OPS
Reference Manual, 90 16 75.)

DEVDMP

The Device Save/Restore processor (DEVDMP) is a stand-
alone utility program designed to dump entire disk volumes
to magnetic tapes for restoration at a later time. Restora-
tion may only be made to an identical storage unit. (Ref-
erence: CP-V/OPS Reference Manual, 90 16 75.)

LANGUAGE PROCESSORS

Language processors translate high-level source code into
machine object code. Eight processors of special importance
are described below, All of these can be used in both on-
line and batch mode.

XEROX EXTENDED FORTRAN 1V

The Xerox Extended FORTRAN 1V language processor con-
sists of a comprehensive algebraic programming language, a
compiler, and a large library of subroutines. The language
is a superset of most available FORTRAN languages, con-
taining many extended language features to facilitate pro-
gram development and checkout. The compiler is designed
to produce very efficient object code, thus reducing execu-
tion time and core requirements, and to generate extensive
diagnostics to reduce debugging time. The library contains
over 235 subprograms and is available in a reentrant ver-
sion. Both the compiler and run-time library are reentrant
programs that are shared among all concurrent users to re~
duce the utilization of critical core resources.

The principal features of Xerox Extended FORTRAN 1V are
as follows:

o Extended language features to reduce programming
effort and increase range of applications,

e Extensive meaningful diagnostics to minimize debug-
ging time,

e In-line symbolic code to reduce execution time of crit-
ical parts of the program,

e Overlay orgonization for minimal core memory
utilization.

e Compiler produced reentrant programs.

(Reference: Extended FORTRAN IV/LN Reference Man-
val, 9009 56, and Extended FORTRAN 1V/OPS Reference
Manual, 90 11 43.)

META-SYMBOL

Meta-Symbol is a procedure-oriented macro assembler. 1t
has services that are available only in sophisticated macro
assemblers and @ number of special features designed to
permit the user to exercise dynamic control over the para-
metric environment of assembly. It provides users with a
highly flexible language with which to make full use of
the available Sigma hardware capabilities.

Meta-Symbol may be used in either batch or on-line mode.
When used in on-line mode, the assembler ailows programs
to be assembled and executed on-line but does not allow
conversational interaction.

One of the many Meta-Symbol features is a highly flexible
list definition and manipulation capability. In Meta-
Symbol, lists and list elements may be conveniently rede-
fined, thus changing the value of a given element.

Another Meta-Symbol feature is the macro capability.
Xerox uses the term "procedure" to emphasize the highly
sophisticated and flexible nature of its macro capability.
Procedures are assembly-time subroutines that provide the
user with an extensive function capability. Procedure def-

inition, references, and recursions may be nested up to
32 levels.

Meta-Symbol has an extensive set of operators to facilitate
the use of logical andarithmetic expressions. These operators
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facilitate the parametric coding capabilities available with
Meta-Symbol (parametric progtamming allows for dynamic
specificution of both "if" and "how" a given statement or
set of statements is to be assembled).

Meta-Symbol users are provided with an extensive set of
directives. These directives, which are commands intrinsic
to the assembly, fall into three classes:

1. Directives that involve monipulation of symbols and
are not conditionally executed.

2. Directives that allow parametric programming.
3. Directives that do not allew parametric programming.

A number of intrinsic functions are also included in Meta-
Symbol, These give the user the ability to obtain informa-
tion on both the structure and content of an assembly time
construct. For example, the user can acquire information
on the length of a certain list. He can inquire about &
specific symbol and whether it occurs in a procedure refer-
_ence. (Reference: Meta-Symbol/LN, OPS Reference Man-
val, 90 09 52.)

BASIC

BASIC is a compiler and programming language based on
Dartmouth BASIC. It is, by design, easy to teach, learn,
and use. It allows individuals with little or no programming
experience to create, debug, and execute programs via an
on-line terminal. Such programs are usually small to medium
size applications of a computational nature.

BASIC is designed primarily for on-line program develop-
ment and execution, or on-line development and batch ex-
ecution. In addition, programs may be developed and exe-
cuted in batch mode.

BASIC provides two user modes of operation. The editing
mode is used for creating and modifying programs. The com-
pilation/execution mode is used for running completed pro-
grams. This arrangement simplifies and speeds up the pro-
gram development cycle.

Statements may be entered via a terminal and immediately
executed. The principal benefit of direct exacution is on-
line development of programs and short simple computations.
During execution, programs may be investigated for loop
detection, snapshots of variables may be obtained, values
of variables may be changed, flow of execution may be re-
~routed, and so on. This unique capability allows an on-

line terminal to be used as a "super" desk calculator.

At compile and execute time, the user may specify if an

array dimension check is to be made. In the safe mode,
statements are checked to verify that they do not reference
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an array beyond its dimensions, In the fast mode, this
time consuming check is not made. Thus, the safe mode
could be used during checkout, and the fast modé tould be
used to speed up execution when the program reaches the
production stage.

BASIC provides an image statément that uses a “picture" of
the desired output format to perform editing. It alsé has
TAB capability and a precision option to indicate the num-
ber of significant digits (6 or 16) to be printed,

An easysto-use feature is provided to allow the usér to
read, write, and compare variable alphanumeric data. This
is particulorly important for conversational input processing.

Chaining permits one BASIC program to call upon another
for compilation and execution without user intervertion,
Thus, programs that would exceed user core space may be
segmented, and overlay techniques may be employed via
the chaining facility. (Reference: BASIC/Reference Man~
val, 9015 46.)

FLAG

FLAG (FORTRAN Load and Go) is an in=core FORTRAN
compiler that is compatible with the FORTRAN [V-H class
of compilers, It can be used in preference to the other
FORTRAN compilers when users are in the debugging phase
of program development. FLAG is a one~pass compiler and
uses the Extended FORTRAN 1V library. Included in the
basic external functions are the Boolean functions IAND
(AND), IEOR (exclusive OR), and IOR (OR), which give
the FORTRAN user a bit manipulation capability.

If several FLAG jobs are to be run sequentially, they may
be run in a sub-job mode, thus savirg processing time nor~
mally needed for the Control Command Interpreter (CCI) to
interpret the associated control cards. In this mode,
FLAG will successively compile and execute any number
of separate programs, thereby reducing monitor overhead.

The FLAG debug mode is a user-selected option that gener=
ates extra instructions in the compiled program to enable
the user, during program execution, to detect errors in pro=
gram logic that might otherwise go undetected or cause un=
explainable program failure. (Reference: FLAG/Reference
Manual, 90 16 54.)

ANS COBOL

The Xerox ANS COBOL compiler offers the user a powerful
and convenient programming language facility for the im-
plementation of business or commercial applications. The
language specifications fully conform to the proposed ANSI
standard for the various functional processing modules. Only
those language elements that cause ambiguities or are seldom
used have been deleted. The compiler's design takes full
advantage of Sigma's unique hardware features, resulting in
rapid compilation of source code, rapid execution of the re-
sulting object code, and the generation of compact progroms.



The result is a highly efficient programming systemrequiring
a minimum amount of storage.

Xerox ANS COBOL contains many facilities that are either
not found in other systems or, if available, are provided
only at greater cost in terms of equipment required. Some
of the facilities that provide more flexibility and ease of
use in program development include

1. Implementation of table handling mode.

2. Sort/merge linkage.

3. Sequential access.

4, Random access linkage.

5. Segmentation.

6. Report writer.

7. Library utilization,

8. Calling sequence for FORTRAN, Meta-Symbol, etc.

9. Packed decimal as well as floating-point arithmetic
formats.

10. Data name series options for ADD, SUBTRACT,
MULTIPLY, DIVIDE, and COMPUTE verbs.

The system provides the user with a comprehensive set of
aids to minimize the time required to print "bug-free" pro-
grams in the form of listings. These listings include

1. The source language input to the compiler with inter-
spersed English language diagnostic messages.

2. An optional listing of the relocatable binary output,
printed in line number sequence identical to the source
language listing.

3. A cross-reference listing, indicating by line number
where each data name or paragraph name is defined in
the COBOL program and where each reference is
located.

In addition, at run time, the user may use TRACE and
EXHIBIT to follow execution of the procedure division.

The compiler is designed to take full advantage of high-
speed, random access secondary storage (e.g., RAD stor-
age). This feature means faster job execution because of
minimized 1/O delays, and smaller core memory require-
ments because of rapid overlay service. (Reference: ANS
COBOL/LN Reference Manual, 90 15 00.)

APL

APL is an acronym for A Programming Language, the lan-
guage invented by Kenneth Iverson. It is an interpretive,

problem-solving language. As an interpretive language,
APL does not wait until a program is completed to compile
it into object code and execute it; instead, APL interprets
each line of input as it is entered to produce code that is
immediately executed. As a problem-solving language,
APL requires minimal computer programming knowledge; a
problem is entered into the computer and an answer is re-
ceived, all in the APL language.

Because APL is powerful, concise, easy to learn, and easy
to use, it is widely used by universities, engineers, and
statisticians. It also has features that make it attractive
for business applications where user interaction and rapid
feedback are key issues. One of APL's major strengths is
its ability to manipulate vectors and multidimensional arrays
as easily as it does scalar values. For example, a matrix
addition that might require a number of statements and
several loops in other languages can be accomplished as
A+B in APL. This type of simplification exemplifies APL's
concise power. (Reference: APL/LN, OPS Reference Man-
val, 90 19 31.)

MANAGE (PROGRAM PRODUCT)"

Manage is a generalized file management system. It is de=
signed to allow decision makers to make use of the computer
to generate and update files, retrieve useful data, and gen-
erate reports without having a knowledge of programming.

Manage consists of four subprograms: Dictionary, Fileup,
Retrieve, and Report. The Dictionary subprogram is a data
file and is the central control element in the Manage sys-
tem. It consists of definitions and control and formatting
parameters that precisely describe the characteristics of a
data file. The Fileup subprogram initially creates and then
maintains a data file. The Retrieve subprogram extracts data
from a data base file according to user-specified criteria.
The Report subprogram automatically prepares printed reports
from data extracted by the Manage retrieval program. (Ref-
erence: Manage/Reference Manual, 90 16 10.)

SIMULATED LANGUAGE (PROGRAM PRODUCT)t

The Simulation Language (SL-1) is a simplified, problem-
oriented digital programming language designed specifically
for digital or hybrid simulation. SL-1 is a superset of CSSL
(Continuous System Simulation Language), the standard lan-
guage specified by Simulation Councils, Inc., for simula-
tion of continuous systems. It exceeds the capabilities of
CSSL and other existing simulation languages by providing
hybrid and real-time features, interactive debugging fea-
tures, and a powerful set of conditional translation features.

SL-1 is primarily useful in solving differential equations, a
fundamental procedure in the simulation of parailel, con-
tinuous systems. To perform this function, SL-1 includes

t n (L
See "program product" in glossary.
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six integration methods and the control logic for their use.
In hybrid operations, SL-1 automatically synchronizes the
problem solution to real-time and provides for hybrid input
and output.

Because of the versatility of Xerox Sigma computing sys-
tems and the broad applicability of digital and hybrid simu-
lation techniques, applications for SL~1 exist across the
real-time spectrum. The library concept of SL-1 allows the
user to expand upon the Xerox supplied macro set and facil-
itates the development of maero libraries oriented to any
desired application. ' (Reference: SL-1/Reference Man-
val, 90 16 76.)

EXECUTION CONTROL PROCESSORS

Processors in this group control the execution of object
programs. Delta and COBOL On-line Debugger can
be used in on-line mode only. Load can be used in batch
mode only. Link and FDP can be used in either batch or
on-line mode.

LINK

Link is a one-pass linking loader that constructs a single
entity called a load module, which is an executable pro~
gram formed from relocatable object modules (ROMs). Link
is designed to make full use of mapping hardware. It is not
an overlay loader. If the need for an overlay loader exists,
the overlay loader (Load) must be calied and the job must
be entered in the batch stream. (Reference: CP-V/TS Ref-
erence Manual, 90 09 07.)

LOAD
Load is a two-pass overlay loader. The first pass processes

1. All relocatable object modules (ROMs).

2. Protection types and sizes for control and dummy sec-

tions of the ROMEs.

3. Expressions for definitions and references (primary,
secondary, and forward references).

The second pass forms the actual core image and its reloca-
tion dictionary. (Reference: CP-V/BP Reference Man-
val, 90 17 64.)

DELTA

‘Delta is designed to aid in the debugging of programs at
the assembly-language or machine-language levels. It
operates on object programs and tables of internal and glo-
bal symbols used by the programs but does not require that
the tables be at hand. With or without the symbol tables,
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Delta recognizes computer instruction mnemonic codes and

con assemble machine-language programs on an instruction-
by-instruction basis. The main purpose of Delta, however,

is to facilitate the activities of debugging by

1. Examining, inserting, and modifying such program ele-
ments as instructions, numeric values, and coded infor-
mation (i.e., data in all its representations and formats).

2. Controlling execution, including the insertion of break=
pointsinto a programand requests for breaks on changes
in elements of data.

3. Tracing execution by displaying information at desig-
nated points in a program,

4. Searching programs and data for specific elements and
subelements.

Although Delta is specifically tailored to machine language
programs, it may be used to debug any program, Delta is
designed and interfaced to the system in such a way that it
may be called in to aid debugging at any time, even after
a program has been loaded and execution has begun. (Ref-
erence: CP~V/TS Reference Manual, 90 09 07.)

FORTRAN DEBUG PACKAGE

The FORTRAN Debug Package (FDP) is made up of special li-
brary routines that are called by Xerox Extended FORTRAN 1V
object programs compiled inthe debug mode. These routines
interact with the program to detect, diagnose, and in many
cases, repair program errors.

The debugger can be used in batch and on-line modes. An
extensive set of debugging commands are available in both
cases. In batch operation, the debugging commands are
included in the source input and are used by the debugger
during execution of the program. In on-line operations,
the debugging commands are entered through the terminal
keyboard when requested by the debugger. Such requests
are made when execution starts, stops, or restarts, The de-
bugger normally has control of such stops.

In addition to the debugging commands, the debugger has
a few automatic debugging features. One of these features
is the automatic comparison of standard calling and receiv-
ing sequence arguments for type compatibility. When appli-
cable, the number of arguments in the standard calling se-
quence ischecked for equality with thereceiving sequence.
These calling and receiving arguments are also tested for
protection conflicts. Another automatic feature is the test-
ing of subprogram dummy storage instructions to determine
if they violate the protection of the calling argument. (Ref-
erence: FDP/Reference Manual, 90 16 77.)

COBOL ON-LINE DEBUGGER

The COBOL On-line Debugger is designed tg be used with
Xerox ANS COBOL. The debugger is a ’sp?cial COBOL
run-time library routine that is called by programs compiled



in the TEST mode. This routine allows the programmer to
monitor and control both the execution of his program and
the contents of data-items during on-line execution. The
debugger also allows the COBOL source program to be
examined and modified.

The debugger can only be used during on-line execution;
however, programs that have been compiled for use with
the debugger may be run in the batch mode. This is not
recommended, though, because of the increased program
size when the TEST mode is specified. (Reference: ANS
COBOL/On-line Debugger Reference Manual, 90 30 60.)

SERVICE PROCESSORS

The processors in this group perform general service func-
tions required for running and using the CP-V system,

EDIT

The Edit processor is a line-at-a-time context editor desig-
- nated for on-line creation, modification, and handling of
programs and other bodies of information. All Edit data is
stored on disk storage in a keyed file structure of sequence
numbered, variable length records. This structure permits
Edit to directly access each line or record of data.

Edit functions are controlled through single line commands
supplied by the user. The command language provides for
insertion, deletion, reordering, and replacement of lines -
or groups of lines of text. It also provides for selective
printing, renumbering records, and context editing opera~
tions of matching, moving, and substituting line-by~line
within a specified range of text lines. File maintenance
commands are also providedto allow the user tobuild, copy,
merge, and delete whole files. (Reference: CP-V/TS Ref-
erence Manual, 90 09 07.)

PERIPHERAL CONVERSION LANGUAGE

The Peripheral Conversion Language (PCL) is a utility sub-
system designed for operation in the batch or on-line en-
vironment, It provides for information movement among
card devices, line printers, on-line terminals, magnetic
tape devices, disk packs, and RAD storage.

PCL is controlled by single-line commands supplied through
on-line terminal input or through command card input in the
job stream. The command language provides for single or
multiple file transfers with options for selecting, sequencing,
formatting, and converting data records. Additional file
maintenance and utility commands are provided. (Refer-
ences: CP-V/TS Reference Manual, 90 09 07 and CP-V/BP
Reference Manual, 90 17 64.)

SYSGEN

SYSGEN is made up of several processors. These proces-
sors are used to generate a variety of CP-V systems that are

tailored to the specific requirements of an installation. The
SYSGEN processors are PASS2, LOCCT, PASS3, and DEF.
PCL is used to select from various sources the relevant
modules for system generation. PASS2 compiles the required
dynamic tables for the resident monitor. LOCCT and PASS3
file away and execute load card images to produce load
modules for the monitor and its processors. DEF writes a
monitor system tape that may be booted and used. (Refer-
ence: Chapter 14.)

DEFCOM

DEFCOM makes the DEFs and their associated values in one
load module available to another load module. It accom-
plishes this by using a load module as inputand by producing
another load module that contains only the DEFs and DEF
values from the input module. The resultant load module
of DEFs can then be combined with other load modules.
DEFCOM is used extensively in constructing the monitor
and the shared run-time libraries. (Reference: CP-V/BP
Reference Manual, 90 16 64.)

SYMCON

The Symbol Control Processor (SYMCON) provides a means
of controlling external symbols in a load module and of
building a global symbol table. Its primary function is to
give the programmer a means of preventing double defini-
tions of external symbols. It may also be used to reduce
the number of external symbols. For example, if certain
load modules cannot be combined because their control
tables are too large, the tables may be reduced in size by
deleting all but essential external symbols. (Reference:
CP-V/BP Reference Manual, 90 17 64,)

ANALYZE

ANLZ provides the system programmer with a means of ex-
amining and anlyzing the contents of dumps taken during
system recovery. It is called automatically by the Automa-
tic Recovery Procedure and is executed as a ghost job. It
may also be called by the operator to analyze tape dumps
when recovery is not possible, or by an on-line user to
examine dumps of the currently running monitor. (Refer-
ence: Chapter 9.)

BATCH

The Batch processor is used to submit a file or a series of
files to the batch queue for execution. Through Batch pro-
cessor commands, the following capabilities are available:

1. A file may be inserted into a file being submitted for
execution, thus bringing together more than one file
to create a single job.

2. Selected strings and fields existing in files being sub-

mitted for execution may be replaced by new strings
and fields.
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3. The results of string and field replacements can be
examined before the job is submitted to the batch
stream,

4. Files to be submitted for execution may reside on tape
or private disk pack.

5. Jobs may be submitted to run in an account other than
the account from which the job is submitted.

The Bat¢h processor may be called in either the on-line or
the batch mode. (Reference: CP-V/TS Reference Man-
val, 9069 07.)

APPLICATION PROCESSORS

The application processors are intended for use for specific
types of applications.

SORT/MERGE

The Xerox Sort/Merge processor provides the user with a
fast, highly efficient method of sequencing a nonordered
file. Sort may be called as a subroutine from within a user's
program or as a batch processing job by control cards. It
is designed to operate efficiently in @ minimum hardware
environment. Sorting can take place on from 1 to 16 keys
and each individual key field may be sorted in ascending
or descending sequence. The sorting technique used is
that of replacement selection tournament and offers the
user the flexibility of changing the blocking and logical
record lengths in explicitly structured files to different
values in the output file.

The principal highlights of Sort are as follows:

1. Sorting capability allows either magnetic tapes, disks,

or both.

2. Linkages allow execution of user's own code.

3. Sorting on from 1 to 16 key fields in ascending or

descending sequence is allowed. Keys may be al-
phanumeric, binary, packed decimal, or zoned deci-
mal data,

4. Records may be fixed or variable length.

5. Fixed length records may be blocked or unblocked.

6. Disks may be used as file input or output devices, or
as intermediate storage devices.

7.  Sort employs the read bockward capability of the tape
device to eliminate rewind time.
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8. User-specified character collating sequence may be
used.

9. Buffered input/output is used.

(Reference: Sort-Merge/Reference Manual, 90 11 99.)

1400 SERIES SIMULATOR

The 1400 Series Simulator provides an economical and ef-
fective solution to the program conversion problem arising
because of a change in hardware. This interpretive program
is designed to execute 1400 series object programs automat-
ically as if they were run on a 1401, 1460, or 1440. Thus,
an existing level of computing capability can be main-
tained while new processing methods that take advantage of
the new, more powerful Sigma equipment are designed and
implemented.

The 1400 Series Simulator simulates object code produced
by SPS, FORTRAN, Autocoder, RPG, and utility routines.
Almost all 1400 operations may be simulated except for
I/O operations in which hardware differences make total
simulation impossible. Full 1400 operator capabilities are
provided. (Reference: 1400 Series Simulator/Reference
Manual, 90 15 02.)

EDMS (PROGRAM PRODUCT)

EDMS is a generalized data management system that enables
the user to create an integrated data base. It is designed
to be used with COBOL, FORTRAN, and Meta-Symbol pro-
cessors. It simplifies programming by performing most of
the 1/O logic and data base management for the applica-
tion programmer,

The principal features of EDMS are as follows:

e The user can describe data in various data structures.
Using sets, any element can be related to any other
element. The data structures include lists ond hier-
archies (trees). The two relationships can be combined
to form extensive networks of data.

®  Access techniques include random, direct, indexed,
and indirect (relative to another record).

e An EDMS data base may consist of up to 64 monitor
files.

®  Multiple secondary indexes can be defined by the user

to allow records to be retrieved via any combination
of secondary record keys.

t .
See "program product” in glossary.



e Users may construct any number of logical files or data
bases within an EDMS file.

e Data is described separately from the user program to
facilitate management of the data base.

e Comprehensive security exists at all levels of a file.

e Journalization provides an audit trail for backup and
recovery.

e A dynamic space inventory is maintained to facilitate
rapid record storage and to optimize the use of avail-
able storage space.

e Detailed data description is provided for inclusion into
the user's application program to reduce programming
effort.

e File 1/O logic is performed for the user program
including

1. Logical or physical record deletion.
2. Record retrieval on random or search basis.
3. Record insertion or modification.

(Reference: EDMS/Reference Manual, 90 30 12.)

GPDS (PROGRAM PRODUCT)!

The General Purpose Discrete Simulator provides engineers
and administrators, whose programming experience is mini-
mal, with a system for experimenting with and evaluating
system methods, processes, and designs. Providing a means
for developing a broad range of simulation models, itallows
organizing, modeling, and analyzing the structure of a sys-
tem, observing the flow of traffic, etc. Potential applica-
tions include

e Advanced management planning.
e Analysis of inventory or financial systems.

e Studies of message switching and communications
networks.

e Risk and capital investment studies.

e Evaluation and data processing systems.

o Job shop and queuing studies.

Although GPDS is compatible with other simulator systems,
it has a number of salient features not usually found in com-

petitive versions. (Reference: GPDS/Reference Manual,
90 17 58.)

CIRC (PROGRAM PRODUCT)'

CIRC is a set of three computer programs for electronic cir-
cuit analysis of Sigma 5-9 computers: CIRC-DC for dc cir-
cuit analysis, CIRC-AC for ac circuit analysis, and CIRC-
TR for transient circuit analysis. The programs are designed
for use by a circuit engineer at the installation, and require
little or no knowledge of programming for execution.

CIRC can be executed with three modes of operation possi-
ble: conversational (on-line) mode, terminal batch entry
mode, and batch processing mode. The system manager will
determine which of these modes are available to the engi~
neer, based on type of computer installation and other in-
stallation decisions.

e The on-line mode offers several advantages since it
provides true conversational interaction between the
user and computer. Following CIRC start-up procedures,
CIRC requests a control message from the user. After
the control message is input (e.g., iterate a cycle of
calcuations with changed parameters) the computer
responds (via CIRC) with detailed requests for appli-
cation data. These requests are sufficiently detailed to
virtually eliminate misunderstandings by the engineer.
This mode is highly useful in a highly interactive en-
vironment that produces a low volume of output and
requires limited CPU time.

e The terminal batch entry mode allows efficient hand-
ling of high volume output and large CPU time require-
ments while preserving the advantages of the terminal
as an input device. Two files are required, one con=
taining all CIRC input including a circuit description
and control messages and the other directing the exe-
cution of CIRC. The job is entered from the terminal
into the batch queue and treated like a batch job.

e The batch mode should generally be used for jobs in-
volving large volumes of computations and outputs. It
enables the user to concentrate on data preparation
with virtually no involvement in programming consider-
ations. The system manager can provide a set of start-
up cards that never change, and these will constitute
the entire interface between user and executive soft-
ware. However, the batch mode offers less flexibility
in experimenting with a circuit and slower turnaround
time in obtaining answers.

(References: CIRC-AC/Reference Manual and User's Guide,
90 16 98, CIRC-DC/Reference Manual and User's Guide,
90 16 97, and CIRC-TR/Reference Manual and User's Guide,
90 17 86.)

1'See “program product" in glossary.
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USER PRGCESSORS
Users mgy write their own processors and add them fto
CP-V or replace CP-V processors. The rules governing the

creation -and modification of processors are described in
Chapter 7.

MONITOR
The monitor responds to the moment-by-moment require-
ments of controlling machine operation, switching between
programs requiring service, and providing services at the
explicit request of the user's program. The monitor pro-
grams that perform these functions are listed below.
1. Basie Control.
2. Scheduling and Swapping.
3. Memory Management.
4. File Manogement,
5. Multibatch Job Scheduling.
6. Resource Management,
7. Job Step Control.
8. Terminal I/O Handling.
9.  Symbionts.
10. Cooperatives.
11. System Integrity.
12. Initialization and Start-up.
13. Operator Communications.
14. Batch Debugging.

15. Lload-and-Llink.

16. System Debu‘gging.

The basic control system is an 1/O interrupt service and
handling routine. It includes trap and interrupt handlers,
routines that place requests for 1/O in a queue, and basic
device 1/O handling routines.

The scheduling and swapping module makes the decision to
swap, selects the users to swap in and out, sets up the I/O
command chains for swap transfers, and selects the next user
for execution. It also ensures that any associated, but not
currently resident, shared processors are brought in with
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each user. Special algorithms control 1/O scheduling and
the balance of machine use between on-line and batch.

The memory management module controls the use of core
and disk storage. Specifically, it controls the allecation of
physical core memory, maintains the map and access images
for each user, services the "get" and "free" service calls
for memory pages, and manages the swapping disk space.

File management routines control the content and access to
physical files of information. These routines perform such
functions as indexing, blocking and deblocking, managing
of pools of granules on RADs and disk packs, labeling, la-
bel checking and positioning of magnetic tape, formatting
for printer and card equipment, and controlling access to
and simultaneous use of a hierarchy of files.

The multibatch job scheduling routines select jobs to be run
from the waiting input queue depending on priority and re-
source and partition availability.

Resource management facilities keep track of the number
of resources of each kind (i.e., tape drives, disk spindles,
core) that are in use, For a batch job, the multi-batch
scheduler compares the resources required with the avail-
able resources and does not start the job until sufficient
resources are available. Once the job is started, the re-
sources that are required by the job are reserved for the
exclusive use of the job, thereby guaranteeing that they
will be available for the duration of the job.

Job step control routines are entered between major seg-
menfs of a job or an on-line session. They perform the mon-
itor functions required between job steps such as

1. Processing error exit and abort CALs.
2. Handling monitor aborts.

3. Processing interpretive exits to associated shared pro-
cessors or to load program modules.

4. Merging DCB assignments for execution.

5. Fetching program load modules into core.

Terminal 1/O handling routines perform read-write buffer-

ing and external interrupt handling for 1/O directed to user
terminals. These routines also translate character codes,
insert page headers and VFC control characters, simulate
tabs, and perform other formatting tasks.

Symbiont routines transfer data from the card reader to

logical device streams on disk storage and from logical de-
vice streams on disk storage fo the card punch or line
printer,




Cooperative routines intercept read, print, or punch

commands in user programs and transfer data from or to
logical device streams residing on disk storage. The input
cooperative simulates card reading from a logical device
stream. The output cooperative builds a logical device
stream using intercepted program output directed by the user
program to a line printer or card punch.

System integrity facilities provide error detection and re-
covery capabilities. This includes security to user files and
automatic high-speed restart in case of system failure. Suf-
ficient information is recorded to isolate errors and failures
caused by hardware or software.

Initialization and start-up routines are stored on tape and
are booted into core storage. After they are in core, they
load the monitor root into core and turn control over to the
root. The monitor root then completes the initialization
of the monitor by starting and running the program called
GHOST1 which completes the patching of the system and
the initialization of the swapping disk and hardware.

Operator communication routines provide for communica-

tion between the monitor and the operator, They transmit
messages to the operator and process key-ins received from
the operator.

Batch debugging routines provide batch programs with
debugging capability through the use of procedure calls.
Any batch program may take.a snapshot dump of a specified
segment of memory, either on an unconditional or a con-
ditional basis.

System debugging routines provide debugging services to
system programmers. Three debugging routines are avail-
able. They are

1. Executive Delta: This is a stand-alone processor and
is essentially the same os on-line Delta. Executive
Delta is optionally loaded at boot time along with the
root of the monitor and monitor system tables.

2. Analyze: This program is intended for debugging CP-V
crash dumps. To accomplish this, it performs three
major functions.

a. It runs a series of monitor integrity checks to de-
termine what caused the crash.

b. It summarizes the complete software environment
at the time of the crash in a series of tables.

c. It permits on-line interactions similar to Delta.

3. Recover: This progrom provides the "bail-out" exit
from the monitor. The error code that is transmitted
to RECOVER defines the problem and the module that
discovered the problem.

Load-and-link routines give batch programs three types of
loading and linking capability. Through the use of proce-
dure calls, a batch program may

1. Load an overlay segment into core storage.

2. Store the calling program on disk storage, load the
called program into core storage, and transfer control
to the called program.

3. Load a program into core storage, transfer control to
the called program, and release the core area used by
the calling program.

CP-V has two libraries. One is a public library and the
other is a system library. In the standard release of CP-V,
the public library contains two sets of programs. One set
(P1) contains a useful set of Extended FORTRAN IV run-
time library routines, the other set (PO) contains P1 and the
FORTRAN Debug Package. These two libraries are so con-
structed that a single copy is shared among all concurrent
users. The system library contains a collection of routines
thot are less frequently used than the public library routines.
They are in library load module form and are loaded only
with programs that reference them,

SCHEDULING AND MEMORY MANAGEMENT

Scheduling and memory management routines control the
overall operation of the system. Inputs to these routines,
together with the current status of users as recorded by the
scheduler, are used to change the position of each user in
the scheduling status queues. It is from these queues that
selections are made for both swapping and execution. Swaps
are set up by the selection of a high priority user that is to
be brought into core and by pairing this user with one or
more low priority users that are to be transferred fo disk
storage. Similarly, the highest priority user in core is
selected for execution.

SCHEDULER INPUTS

System activities are reported by direct entry to the sched-
uler, which makes changes to user status queues through a
{ogical signaling table. The scheduler records inputs by
changing the user status queues and other information asso-
ciated with the user. In general, o table-driven technique
is used. The received signal is on one coordinate and the
current state of the user is on the other. The table entry
thus defined names the routine to be executed in response
to the given signal-state combination. Since the number
of signals and states is large, the table technique aids in
debugging by forcing complete specification of all the pos-
sibilities. Inputs to the scheduler are listed in Table 1.
The scheduler also receives control at execution of each
CAL issued by a user program that is requesting monitor
service. These entries (Table 2), the special entries from
the executive language processors, and entries from intern-
ally reported events drive the scheduling of the system.
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Table 1. Event Inputs Received by Scheduler Table 1. Event Inputs Received by Scheduler (cont, )
Event Meaning Event Mecaning
E:ABRT Operator aboerted user. E:QFAC No granules availcble for user,
E:AP Associate shared processor with user, | E:QF! Real-time user. Queue for interrupt,
E:ART Activate real-time user. Interrupt has E:QMF Queve for 1/O master function count too |
occurred. < high. ]
E:CBA COC buffer available. | E:SL Sleep time for user,
E:CBK Break signal received. 1 E:SYMF Symbiont file now available.
E:CBL Number of output characters > SL: T8, £:5YMD Symbiont disk space now available,
E:CEC TEL request (@, & Y, or Y© ). E:UQA User dequewed for access (e.g., for access
to tape or disk pack).
E:CFB Cannot find COC buffer,
E:UQFAC ALLOCAT hes refreshed granule stacks,
E:CiIC Terminal input message complete,
| E:WU Waoke-up time for user.
E:CRD Read terminal command received.
E:CUB Number of output characters = SL: UB. Table 2. Service Request Input to Monitor
E:DPA RAD page available. ] Source of Inputs | Service Request Entries
E:ERR Operator errored user. User program 1. Terminal input/output request.
. (through monitor
E:iC /O complete. seryice calils) 2. Input/output service calls for
E:IIP 1/0 started and now in progress. mz’ disk pack, or magnetic
E:1P Request permission to start 1/0, 3. Wait request.
E:KO User removed from core. 4. Program exit (complete).
E:NC Cannot get requested core pages. 5. Core request (for common,
E:ND Cannot get requested disk page. dynamic, or specific pages).
E:NOCR User allowed to open or close file. 6. Real-time services.
. . . 7. Program overlay (load ond
E:NSYMD | No symbiont disk space. link, load and transfer).
:N3S ‘ iont fi! atry.
E:NSYMF | No symbiont file entry 8. Debug requests.
: R E - i .
E:NQ nqueue release — resource available 9. Miscellaneous service requests.
E:NQW Enqueue — wait for resource.
_— . Executive 1. Name of system programs to
E:OCR equest t file. ysiem prog
oC Request permission to open or close file language be loaded and entered (im-
processor plies deletion of any current
E:OFF User has hung up telephone. program).
E:QA User queued for access (e.g., for access 2. Continuation signal.
to t disk pack).
© fape or disk pack) 3. Special continuation address.
E:QE Quantum end, 4. Llink load-ond-go-exit.
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SCHEDULER OUTPUT

The scheduling routine performs two major functions during
the time it is in control of the computer. The first function
consists of setting up swaps between main core memory and
secondary disk storage in such a way that high priority users
are brought info core to replace low priority users that are
transferred to disk storage. The actual swap is controlled
by an 1/O handler according to specifications prepared by
the scheduler. These specifications are prepared according
to the priority state queues described in the next section.
Given a suitably large ratio of available core to average
user size (greater than 4), the scheduler can keep swaps
and computing close to 100 percent overlapped.

The second function the scheduler performs consists of se-
lecting a user for execution according to the priority state
queues and the rules for batch processing. The rule is simple:
the highest priority user whose program and data are in core
is selected.

- USER STATUS QUEUES

Status queues form a single priority structure from which se-
lections for swapping and execution are made. The status
queuves form an ordered list with one and only one entry
for each user. The position in queue is an implied bid for
the services of the computer. As events are signaled to the
scheduler, individual users move up and down in the prior-
ity structure. When they are at the high end, they have o
high priority for swapping into core and for execution. When
they are at the low end, they are prime candidates for re-
moval to secondary storage. This latter feature — that of
having a defined priority for removal of users to disk stor-
age — is an important and often overlooked aid to efficient
swap management. It avoids extraneous swaps by making
an intelligent choice about outgoing as well as incoming
users.

In addition to these primary functions, user status queues
have other functions such as

1. Synchronizing the presence in core of the user program
and data with the availability of I/O devices.

2. Queuing user programs to be "awakened" at a preestab-
lished time.

3. Queuing requests for entry and use of processors.
4. Managing core memory.

5. Queuing requests for buffers either in core or on
disk.

6. Queuing requests for nonresident monitor services.

A list of the status queues is given in Table 3.

Table 3. Scheduler Status Queues

State Meaning

SRT Real-time execute (0 < priority < X'BF').

SCO Background execute (X'CO'<
priority < X'F5'),

SC1 Background execute (priority = X'F6'),

SC2 Background execute (priority = X'F7').

SC3 Background execute (priority = X'F8')

SC4 Background execute (priority = X'F9').

SC5 Background execute (priority = X'FA').

SCé Background execute (priority = X'FB').

SC7 Background execute (priority = X'FC').

SC8 Background execute (priority = X'FD').

SC9 Background execute (priority = X'FE'),

SC10 Background execute (priority = X'FF'),

STOB Terminal output blocked in core. (More
characters than the system limit are ready
for typing.)

STOBO Terminal output blocked. Not in core.

SIOW 1/O wait. Users waiting for an 1/O that is
in progress to complete.

STIOMF Users blocked because I/O master function
count (number of 1/O operations in progress)
has reached the system limit,

SW Users waiting for a specified "wake-up"
time.

SQA Users waiting for service by RBBAT, the
symbiont ghost.

SQR Users in core and blocked for dynamic re-
source such as swapper page, COC buffer,
symbiont disk page, symbiont table space,
enqueued resource, service by ALLOCAT
(for file granules), or file open or close.,

SQRO Same as SQR but not in core.

STI Typing input and in core.

STIO Typing input and not in core.

SQFI Real-time user waiting for interrupt.
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SCHEDUIER OPERATION

To select users for execution, the scheduler searches down
a list of the status queues for the first user in core memory.
The highest priority user is served first. Interrupting users
are served before those with an active input message (both
of these take precedence owver users with unblocked termi-
nal output), then come on-line compute-bound users and
finally, compute-bound batch jobs. Note that users in
lower states have no current requests for CPU resources.
Note also that as each user is selected for execution, the
status queue of the user is changed to CU. When the quan-
tum is complete, the highest priority queue the user can
enter is the compute queue. Users that enter any of the
three highest priority states receive rapid response but only
for the first quanta of service. Thereafter, they share ser-
vice with others in the compute queue.

A similar selection procedure is used to set up users for
swapping. First, the highest priority user in the execution
queue who is not in core is selected and his size require-
ment (including the requirement for shared processors not in
core) is determined. Second, users are selected from the
swapout queue until enough space is freed by these users
and their shared processors to provide for the user selected
for swap-in. If a single user in a state below SC10 (Table 3)
can be found to swap out, then a single rather than a multi-
ple swap is chosen. No swaps occur until a user that is not
in core enters a high priority queue.

Two lists resulting from this selection are presented to the
swapper. One list contains the user (or users) to be swapped
out and the other contains the user to be swapped in. This
latter list also contains the shared processors that must
accompany the user and the current free core page list.
When the scheduler selects users for swapping, it picks a
high priority user to load into core and the lowest priority
user to remove from core. Priorities are arranged from high
to low, in order of increasing expected time before the next
activation. This ensures that the users that are least likely
to be needed are swapped out first, while the users most
likely to require execution are retained in core. The swap
algorithm operates so that compute users remain in core and
use all available compute time, while the interactive users
are swapped through the third core slot whenever the fol-
lowing three conditions exist:

1. There is room in core for three user programs,

2. Two users are computing steadily.

3.  Many other users are doing short interactive tasks.
Table 4 shows the queue used for selection of users to be
brought in for execution and the queue used for selection
of users to be moved to disk.

Note that the queuves CU, IOW, QRO, TOBO, TIO do not
appear in either list. Thus, the users in these states are not
selected either for execution or for swapping.

Two examples of typical interactive use are illustrative of

the scheduling operation.
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Table 4. Swap-In and Swap~Out Queues

Swap~In
(and Execution) Swap-Out
Queue Queve
SRT SW
SCo STI
SC1 STOB
SC2 SQFI
SC3 SQA
SC4 sCi1o0
SC5 SQR
5C6 SC9
SC7 SC8
SC8 SC7
SC9 SC6
SC10 SC5
SC4
SC3
SC2
SC1
SCo
SRT

The first example traces scheduling operations for a simple,
short interactive user request. At the time the request is
typed, the user is in the STI queve. His program, which
has probably been swapped to disk storage, remains there
until the COC routines receive an activation character,
Receipt of this character is reported to the scheduler
and causes a change in state of the user to the appro-
priate executable state (SCO-SC10). The scheduler finds
a high priority user not in core and initiates a swap to
remove a fow priority user (if necessary) and to bring
in the one just activated. On completion of the swap,
the scheduler is again called and now finds a high priority
user ready to run. The user's state is changed to CU, the
program is entered, and the input command is examined by
the reading program. The cycle in this example is com-
pleted by preparation of a response line and a request to
the monitor for more input which changes the user's state
to THagain, making him a prime candidate for removal
to disk,
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The second example illustrates an output-bound terminal
program. This program moves through the state cycle STOB-
SC-SCU as output is generated by the program. The COC
routines signal when the output limit has been reached,
thus causing the program to be delayed while output is
transferred to the terminal. In a typical operation, four
to six seconds of typing is readied in buffers each time the
user program is brought into core and executed. During
this typing time, the program is not required in core and
the CPU resources can be given to other programs.

1/0 SCHEDULING

1/0 scheduling is designed to provide good service to 1/0O-
bound users while keeping the CPU busy with compute-
bound users. The intent is to make the fullest possible
utilization of both the CPU and the 1/O devices. The

manner in which this is accomplished is described below.

A user that hasbeen waiting for an 1/O to complete (SIOW)
is changed to an executable state at a priority slightly
higher than a similar compute-bound user when the 1/O
completes. At that time, the execution scheduler inter-
rupts the execution of the compute-bound user so that
the 1/0O-bound user can execute. The 1/O-bound user re-
quires comparatively little CPU time before initiating
another 1/O request and returning to the SIOW state. The
compute-bound user then resumes execution.

It should be noted that the scheduler automatically adapts
to jobs that alternate between bursts of computing and bursts

of 1/0.

SWAP HARDWARE ORGANIZATION

Users are removed from core to a dedicated area of disk
storage (or to several disks in large configurations) when
core is required for higher priority users.

Bit tables are used to keep track of the availability of each
sector on the disks. In these tables, a zero is used to indi-
cate the sector is in use (usually assigned to a user) and a
one is used to indicate the sector is available. Users are
assigned a sufficient number of page-size sectors to accom-
modate their current use. The assignment is done in such a
way that command chaining of the 1/O can order the sectors
to be fetched for a single user with minimum latency. That
is, each user's pages are spread evenly over the set of avail-
able sectors on the disk to which he is dedicated so that
data will be transmitted in every disk sector passed over
when the user is swapped.

The records of disk sectors associated with each user are
kept in the user's job information table (JIT), which is kept
on disk when the user is not in core. The disk location of
the JIT and the user's disk address are kept in core by the
scheduler. The disk layout is such that sufficient time is
available after the user's JIT arrives from the disk for the
system to set up the 1/O commands for the remainder of the
user.

The amount of disk storage assigned to swapping is a
parameter of SYSGEN. The number of on-line users that
the system can accommodate is limited by the size of disk
space allocated for swapping and the total size of active
on=line users.

PROCESSOR MANAGEMENT

CP-V processors are considered shared processors when they
are written in such a way that they are pure procedure and
are described as such when they are added to the system.
(User-associated data areas are initialized at first entry. )
A shared processor has the following special characteristics:

1. Its name is known to TEL and it may be called by name,

2. It has dedicated residency on swap storage established
at system initialization or via DRSP.

3. Assingle copy is shared by all requesting users.

MEMORY LAYOUT

The system makes full use of Sigma mapping hardware, ac-
cess profection, and write locks in allocating available
physical core pages to uses. Physical core pages are allo=
cated to users at their request, Use of the map obviates
the need for program relocation or physical moves. Full
protection is provided for one user from another. All pro-
grams and the monitor itself are divided into procedure and
data. The procedure area is protected by write-locks or
access codes, or both, against inadvertent stores.

The central features of the use of write-locks fo protect
master mode programs are as follows:

1. The monitor operates with a key of 01 and may store in
a. Its own data area (LOCK = 01).

b. Any batch, on-line or shared processor core

(LOCK = 01).

It may not store in its own procedure (LOCK = 11).

2. Keys of 10 and 11 are never used, nor are locks of 00
or 10.

3. Write=locks are initialized only once at system start-up
and are not changed thereafter except when running
under control of Executive Delta where they are used
to enable data breakpoints.

The access code on virtual memory pages controls references
made by slave mode programs (user programs and shared pro-
cessors). This code is retained in the JIT of each user and is
loaded when the user gains control. Write access to JIT and
other job context areas is given to TEL, CCl, and LOGON.
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The layout of virtual memory that applies to user programs
and ordinarily shared processors is shown in Figure 2.
Allocation of the available area depends on the type of
user that is running and the attributes of the load module
to be executed. Allocation Type II is used when a core
library or debugger is associated or when the load module
to be executed has been built by Link. In all other cases,
allocation of the available grea is as shown in Type 1 for
batch users, ghost jobs, and on-line users executing in the
extended memory mode,

Core addresses shown are those appropriate for a typical
system but more (or less) core may be established for the
resident monitor at SYSGEN time depending on installation
needs. More (or less) area may also be desirable for the
library area and for the job context area to accommodate
more buffers, These bounds may also be adjusted at SYSGEN
time. The boundary at which the one-pass loader (Link)"
places the user program is also adjustable.

Virtual pages not currently allocated to the user are mapped
into a resident monitor page that is write-locked, (the ac-
cess code is set to no access). Thus, slave mode programs
are denied access through the access code, and attempts to
store at these cirtual addresses by a master mode program
are protected by write locks.

A typical layout of physical memory is shown in Figure 3.

Although this is similar to the actual layout, it should not
be assymed to be exact.

SYSTEM INTEGRITY

The monitor has @ number of routines that have been in-
cluded to guarantee system integrity. The objectives of
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Figure 2. Typical User Program - Virtual Memory Layout (not to scale)
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Figure 3. Typical Memory Layout (not to scale)

these routines are, in order of importance, (1) to provide
the highest possible security for user files even in the event
of total system failure, (2) to provide automatic high-speed
recovery in the event of a machine or software failure, and
(3) to record sufficient information to isolate errors and
failures caused by either hardware or software.

The major features of the CP-V system integrity routines are
as follows:

1. Detection of malfunctions by hardware examination
and software checks wherever the checks have been
shown to enhance hardware error detection. Recovery
from these malfunctions is through retries, operator as-
sistance, etc.

2. logging of all malfunctions, including recovered errors
and permanent failures.

3. Protection from hardware failures.

4. Use of on-line exercisers to provide for repair or ad-
justment of peripherals without taking the CPU down.

5. File backup and recovery facilities to minimize the
probability of losing user files, and in case of file
failure, to facilitate complete recovery of the file sys-
tem with a minimum of loss.

6. Automatic recovery following a system failure with
reasonable speed consistent with file security and the
recording of information for later analysis.

7. Facilities to provide for analysis of system crashes, In-
formation includes simple classification of failures as
well as full information for both customer engineers
and system programmers,

ERROR DETECTION AND RECOVERY

An effecitve operating system must be able to detect and,
whenever possible, to correct errors. It must also be cap-
able of restarting the system if necessary. CP-V uses a
combination of hardware and software checks to efficiently
meet these goals.

Hardware error protection features include memory protec-
tion against accidental overwriting of monitor and user pro-
grams, power fail-safe interrupts that ensure automatic re-
start in the event of power failure, memory parity checking,
I/O read and write verification, and a watchdog timer to
avoid instruction hangups. Detected errors are reported,
logged, and if possible, recovered directly. Catastrophic
failures cause an automatic system recovery if at all pos-
sible. Those failures which can be isolated to a single user
cause only that user to be aborted.

Software consistency checks, some of which are performed
optionally on the throw of a console sense switch, check
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the integrity of the software at many critical locations in
the system. These checks detect problems before they are
allowed to go beyond a recoverable point. When an incon-
sistency that is catastrophic to the system is detected, the
current users are logged off and all open files are closed.
The system is then automatically rebooted for the fastest
possible restart.

ERROR AND FAILURE LOGGING

Malfunction messages are maintained in a special file by
system integrity routines. Messages are placed in this file
whenever malfunctions are detected by the various parts of
the system. Hardware malfunctions that are recorded in-
clude such things as tape errors, card reader errors, memory
parity errors, and illegal instructions. Software malfunc-
tions that are recorded include the failure of software
checks on RAD or disk addresses contained in index blocks
and improper linkage of linked file blocks. In addition, a

software recovery from a seek failure is recorded in this
file (as a 757F code).

ERROR LOG ANALYSIS

The error log analysis program (ERR:FIL) is called into exe-
cution by the monitor whenever the number of malfunctions
has exceeded a certain threshold. The analysis program has
two major functions. One function consists of copying mal-

function messages from a special file where they are initially

recorded into a standard format file. The other function
consists of producing time-trace summaries that are useful
for predicting failure of devices. These summaries may be
used by the Customer Engineer to aid in preventive mainte-
nance of the system,

ON-LINE DIAGNOSTICS AND EXERCISERS

On-line diagnostics and exercisers may be called when
there is a specific failure detected by the hardware or soft-
ware, or when a failure is projected through analysis of the
error log by the Customer Engineer. These programs may
also be called by the Customer Engineer when needed for
the test or adjustment of the card reader, card punch, line
printer, magnetic tape, or other devices.

FILE MAINTENANCE

CP-V provides a variety of processors designed to maintain
a reliable backup of the file data base. These processors
are summarized in Chapter 8 and are described in detail in
the CP-V/OPS Reference Manual, 90 16 75. The proces-
sors provide the ability to save and restore large volumes
of files very quickly, to save and restore entire private and
public disk devices at device speed, to handle user initi-
ated backup of files, to restore the allocation tables for
public disks after a system crash, to restore the allocation
tables for a private disk pack after a crash which affected
the pack, and to restore gronule account information in

the :USERS file.
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AUTOMATIC RECOVERY AFTER SYSTEM FAILURE

The CP-V monitor performs consistency checks on the
results of hardware operations, checks intermediate results
of operating system software functions, performs checks and
balances at appropriate interfaces between the operating
system's modules, and monitors itself for unexpected trap
conditions caused by the hardware or operating system soft-
ware. A software check code is assigned to each type
of failure that the monitor may detect.

Some of these software check failures result in @ momentary
delay in service to all but the current user for whom the
operating system is performing a service. In such case,
the current user's job step is aborted, core is dumped to a
file for later analysis and display, and normal operating
then continues. The remaining software check failures are
handled by the system's recovery routine.

The recavery routine performs the following functions:

1. Displays cause of failure.

2. Takes a full core dump for later analysis.

3. Closes all open files with default options.

4. Packages or releases all partial symbiont files.
Packages error log.

6. Informs users of interruption.

7. Saves time, data, error log pointers, accounting infor-
mation, symbiont file directory, public disk granule
usage map, and executive communication.

8. Restarts system and restores items saved above.

When functions cannot be performed, they are noted on the
operator's console. If the function is considered minor, re-"
covery continues, If it is connected with file operations,
the file identification is noted and recovery proceeds.

The recovery routine described above occurs automatically
with a minimum delay (a few seconds) in system availability.
Operator initiation of this recovery function is also allowed,
providing for the event that the system fails by not respond-
ing fo any operator key-in or user service request.

When the recovery routine executes, it is independent of
all monitor services and functions and requires only that a
small recovery driver be intact in memory. This driver
reads the main recovery module into memory from the system
swap device, overlaying the pure procedure portion of
CP-V. Certain monitor system tables are also required in-
tact for successful recovery. These tables are verified
before proceeding. If the recovery process cannot be com-
pleted, the operator is instructed to initialize the system
from the master system tape and restore files and backup
tapes.




CRASH ANALYSIS

In the event of an operator initiated recovery, one of the
functions of the recovery procedure is to dump the contents
of core memory onto disk storage. This information isavail-
able for later analysis by system programmers and by a spe-
cial program designed to print in readable form the contents
of the monitor's control tables.

The crash analysis program is a privileged ghost program that
is called automatically by the recovery routine as the first
job following a hot start to analyze the last core image filed
ondisk. This program is written in such a way that addi-
tional tests may be included as they are found to be useful.
Initially, it provides the following services and tests:

1. Prints PSD and register contents at point of error.

2. Prints direct cause of error.

3. Runs some of the same checks that are used to test the
dynamic integrity of the system.

4, Prints the contents of the critical monitor tables.

5. Prints the contents of the current users JIT (which con-
tains the active temp stack).

6. Prints the contents of the physical JIT,
7. Prints a hexadecimal dump of core memory,
The program may also be called from a console by the sys-

tem programmer to examine the crash core image. Addi-
tional details about the program are included in Chapter 9.
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3. RESOURCE AND LIMIT MANAGEMENT

CP-V provides an installation manager with extensive tools
for defining and controlling the system's resources and

services. The purpose of this chapter is to provide an over-
view of these tools with emphasis on their interrelationship.

RESOURCE MANAGEMENT

The term resource has a very specific meaning in the fol-
lowing discussion. A resource is any portion of the CP-V
installation that is to be shared by the users in a manner
such that each user requiring the resource is allocated the
resource for its exclusive use. (An exception to this is
private disk packs which under some circumstances may be
shared even though they have been defined to be resources.)
Peripheral devices and core are common types of resources.
Symbiont devices and public storage devices van never be
defined to be resources because they are non-allocatable
devices; that is, they are never reserved for the exclusive
use of one user.

There are special resource management routines within the
monitor. The specific task of these routines is to keep track
of the number of resources of each kind in use and the num-
ber of resources of each kind that are available for use.
For a batch job, the requirement for resources is compared
with the available resources and the job is not started unless
sufficient resources are available. (The user specifies his
resource requirements on the LIMIT control command.)
Further, the resources are reserved for the exclusive use of
the job so that it is guaranteed that they will be available
even if a long time elapses between job startup and actual
use of the resources.

The system manager must define what the resources are for
the installation, establish system defaults and maximums for
use of the resources, andset limits on the use of the resources
for the individual users. He performs these tasks using the
following processors:

e SYSGEN PASS?
e Control
e Super

In the PASS2 phase of System Generation, the system man-
ager uses the :RES command to establish which portions of
the installation are to be resources. For each resource, he
establishes the amount of the resource that may be allocated
to all concurrent batch jobs, to all concurrent on-line jobs,
and to all concurrent ghost jobs. He also establishes the
default amount that is to be allocated to each batch, on-
line, and ghost job in cases where the amount is not otherwise
specified and the maximum amount that may be allocated

to individual batch, on-line, and ghost jobs.
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The following types of resources are always defined at
SYSGEN ~ if not explicitly, then by default:

CO - core

7T —7=track tope drive
9T — 9-track tape drive
SP —disk pack spindle

A maximum of eleven more resources may also be defined.

The Control processor can be used to dynamically modify
the default and maximum values associated with each re=
source. Resources must be defined at SYSGEN. New
resources eannot be added to the system via the Control pro-
cessor. However, a resource may be effectively removed
from the system by appropriate modification of the values
associated with the resource.

The Super processor is used to establish the maximum amount
of each resource that is to be available to each user when
the user runs in the batch or on-line modes. In special
cases, an individual may be authorized a resource maximum
which is higher than the system maximum to allow a special
job to run when no other user can acquire that amount of re-
source. For example, the maximum for core could be set
low during the day for pushing through a lot of small jobs,
but an individul critical job could be run with a high core
requirement.

LIMIT CONTROL

In order to coordinate the sharing of a CP-V installation
among many users, it is necessary to impose limitations on
the execution of user programs. These limitations fall into
two categories:
1. Service limits which limit such things as:

e  Job execution time.

e  Pages of printer output.

e  Number of cards punched.

e Amount of temporary public storage.

e  Amount of permanent public storage.

2. Resoyrce limits which limit the nymber of resources of
each type that are available for the job.




Limits are established, changed, and collected from four
sources:

1. SYSGEN PASS2 processor — for establishment of sys-
tem limit tables which define limits to be associated
with each batch, on-line, and ghost job. These limits
are established through use of the :RES, :BLIMIT,
:OLIMIT, and :GLIMIT commands.

2. Contro} processor — for dynamic modification of the
system limit tables.

3. Super processor — for establishment and dynamic mod~-
ification of the limits for each individual user. The
limits are recorded in the :USERS file, a file which
contains one record for each user at the installation.

4. LIMIT control command — for establishment of limits on
a particular instance of execution. (The LIMIT con-
trol command is only applicable to the batch mode.)

The sequence by which the ultimate service and resource
limits are placed on an executing user program is depicted
in Figure 4.  When the job is started, limit values for the
job are initially set from the :USERS file record. Values
which are not given in that record are then set from the
monitor limit tables. For batch jobs, limit values are re-
duced to the value specified by the LIMIT control command.

Finally, these composite values are compared to the maxi-
mum values in the SYSGEN/Control set monitor limit tables
and the job is aborted if the limits are exceeded.

The process may be divided into two cases: first, when there
is no user maximum specified in the :USERS file record for
the timit in question, and second, when there is a user max-
imum specified. The algorithm applies both to service limits
and to resource limits identically, except where noted.

Case 1: No User Maximum in :USERS file

The limit is set to the limit on the LIMIT control command
if any. Otherwise, it is set to the system default. [f the
limit is less than or equal to the system maximum, the job
is run. Otherwise, the job is aborted.

Case 2: User Maximum specified in :USERS file

If no LIMIT control command is included with the job, the
fimit is set to the user maximum for all service limits and all
on-line resource limits. The limitis set to the user maximum
or the system default (whichever is smaller) for batch resource
limits and for job execution time.

If a LIMIT control command is included with the job, the
limit is set to the limit on the command if it is less than or

equal to the maximum specified in the :USERS file. Other-
wise, the job is aborted.

Super establish and modify :USERS
processor file
2Z§(532EN establish
processor Limit

System values

limit @ for

tables a

. job
Control modify - P
processor )
.7
(§/) -
. | /
LIMIT e

control command
{E:fch mode only_)J

Figure 4. Establishing Limits for a Job
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4. LOG-ON CONTROLS [SUPER|

INTRODUCTION

During log-on, four items are requested from the user:
account, name, password, and extended accounting.
(Password and extended accounting are optional.) These
items are used to reference g log-on file (:USERS) that
controls the entry of the job and, if the job is allowed, the
type of usage and system privileges extended to the user.
The log-on file is created by LOGON or CCI and is
maintained by a specially authorized program, called
Super, which may be run in the batch job stream or
from an on-line terminal. Super mustbe run in the :SYS
account (with any name) and the user must have at least CO
privilege. Modifications to the log~on file are made using
- Super commands,

The log-on file exists in the :SYS account under the name
:USERS. It is composed of a series of records, one for each
user who is authorized to log an. Most of these records are
created by the system manager using the processor Super.
The one exception is the :SYS account with the user name
LBE. The first time there is an attempt to log on under ac-
count :SYS and user name LBE, a record for this account
and name is automatically.generated and placed in the
:USERS file. If this initial log~on does not include a pass-
word, the password record in the system record remains
empty (contains zeros)and any on-line terminal may create
and delete records in the file with Super after logging on
under account :SYS and user name LBE. Thus, the initial
log-on should also specify a password.

Records within the log-on file are keyed records with the
key formed by the concatenation of account number and
name of each valid user. Each record contdains the identi-
fying information, a password (which may be changed by the
PASSWORD command) and other information that controls
the system facilities granted to the user.

Super is also used to create and maintain the :RBLOG file
which contains remote processing workstation authorizations.
The records within this file contain information such as
workstation name, type of remote terminal to be used at the
workstation, maximum priority for jobs submitted from the
workstation, and remote peripheral devices to be associated
as part of the workstation.

SUPER COMMANDS

Super has nine commands and associated options. The com-
mands are

CREATE
MODIFY
DEFAULT

LIST

REMOVE

FAST
WORKSTATION
X

END
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Super prompts for commands with a single dash and for
options with a double dash.

CREATE The CREATE command adds a new record to the
log=on file. The format of the command is

C[REATE} {account,name }

account{name)
where
account is the account under which the record is
created. Account may be from Ito 8 characters in
length and may be any of the following characters:
A-Z a2z Q-9 — § * % . ¥ @
name is the name of the user for whom the record is

‘being created. Name may contain from 1 to 12
characters and has the same character set as
account.

Only one account and name may be specified for each
CREATE command.

Options for CREATE are entered into the terminal following
the prompt for options. Each option name is followed by
an equal sign and the value of the option that is to appear
in the record. Options on the same line are separated by
a semicolon. If no options are desired, a carriage return
character must be entered following the initial prompt for
options. This creates a record containing name, account,
and default privilege and billing values. The end of a group
of options is also terminated by entry of a carriage return
character following a prompt for options. Options for the
CREATE command are shown in Table 5.

When an option is not specified, the system default for that
option is usedat run-time. (Thesystem default is not entered

in the log-on record except in the case of privilege and
billing.)

Four of the options are preceded by

8

where B stands for batch mode, O stands for on-line mode,
and G stands for ghost mode. (However, the user authori-
zation record is currently not used for jobs running in the
ghost mode. )

Example:

Assume that a log~on file record is tobe created under account
ENGNRand name DEVEL. This record is to have the password

A321Béanda charge class of 5 for the batchmode. The BASIC
processor is tobe automatically called when the user logs on.

=CREATE ENGNR,DEVEL ()
--PASSWORD=A321B6 ; CALL=BASIC
==B$BILLING=500)

< (ker)



Table 5. CREATE Command Options

Description

"identification" is the user password that is to appear in the record.
Maximum length: 8 characters. The following characters may not be
used: 24 =/.><;, ¥ (). NONEclears the password field to zero.

Option
_[identification
PALSswORD)={ goniearion]
_[ALL
Re[AD]= NONEJ

specifies the default for READ accounts for all files created by this user.
Initial default is ALL. ALL sets the field to 0. NONE sets the field
to 1. (The field is one bit in length.)

calLl] :{name[_.[accounf][. password]]} "name", "account", and "password" form the load module file identifi-
NONE cation of the system processor to be automatically connected to the user
terminal when the user logs on. Maximum length:
name 11 characters
account 8 characters
password 8 characters
If "name" alone is specified (i.e., name of a system processor), Super
supplies :SYS as the account. The form
name. (Note the trailing period.)
is a convenient shorthand way of specifying that the load module is to
come from the user's log-on account.
The form
name. .password
specifies that the load module comes from the user's log-on account and
has a password. NONE clears the call name, account, and password
fields to zero.
days,hours "days,hours" specifies the maximum period of time the files are to be re-
MA[XEXPIRE] = { NEVER tained. Maximum: X'FFFF'. NEVER sets the field to X'FFFF'. NONE
NONE clears the field to zero and is the default.
DI[sK] = pgranules) "pgranules" specifies number of granules of permanent disk pack file
NONE | space allowed the user. Maximum: 2 1_1. NONE clears the field to zero.
B "charge" is the user charge class for accounting and may range from 0 to 7.
O {$BI[LLING]=charge The value specified by charge is a pointer fo one of the eight charge rate
G tables in the :RATE file (see Chapter 5). The defaults are 0 for batch,
1 for on-line, and 1 for ghost.
B "level" is privilege level granted the user. Privilege codes are
p 9
O {$PROIVILEGE]=level
G Hex
Code Privileges Allowed
EO Utilize real-time services.
Cco Bypass security and account checks and issue M:SYS
CAL.
BO Access and change the monitor.
A0 Read and write error file; request devices; invoke
diagnostic.
80 Examine (but not change) the monitor,
40 Default privilege level for batch and on-line.
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Table 5. CREATE Command Options (cont.)

Optien Description
B | "value" specifies, in decimal, the maximum value allowed for the re~-
O iﬁMname~{BCEf;[TE]} source or service indicated by "name". DELETE specifies that the entry
G ’ in the log-on record for the resource or service indicated by "name" is
to be deleted and that system defaults are to be used instead. The "name"
(immediately following M) must be either the name of a resource defined
by the :RES command at SYSGEN (e.g., CO (core), 9T (tape), 7T (tape),
SP (spindle)) or the name of a service. The services are listed in Table &.
(The "value" for core must be expressed in number of K words.)
B Y [ES} specifies whether the peripheral device or special feature specified by
O tPname = N[O] } “name" is available to the user (YES) or is not available to the user (NO).
G DELE[TE] DELETE specifies that the entry in the log-on record for the peripheral

device or special feature specified by "name" is to be deleted and that

the system default is to be used instead. The "name" (immediately fol-
fowing P) must be the device type of a peripheral that has been defined

to be a symbiont device via the :SDEVICE command during SYSGEN or a
special feature that was defined via the :FAUTH command during SYSGEN.
The default is to allow access to all symbiont devices.

XA[CCT] =character string

"character string" specifies installation-specific account information. A
maximum of 24 characters is allowed. A semicolon will automatically
terminate the field; i.e., the semicolon and the characters following the
semicolon will not be inserted into the field.

Note: If a value that is

greater than the system parameter but within the range allowed by Super is input, this value
will be accepted by Super but the user will be limited to the system parameter.

Table 6. System Services

Service Definition

TIME The limit (in minutes) fcr job execution time.

LO The number of pages of printer output from
all shared processors involved in running a
job .

PO The number of punched card records pro-
duced in running a job.

DO The number of pages of diagnostics pro-
duced in running a job.

uo The number of pages of printed output from
all the executing programs in a job.

TSTO[RE] | The number of granules of temporary RAD
storage that may be used by a job.

PSTO[RE] | The number of granules of permanent RAD
storage that may be used by a job.

TDIS[K] The number of granules of temporary disk
pack storage that may be used by a job.

PDIS[K] The number of granules of permanent disk
pack storage that may be used by a job.

FPOO(L] | The number of file biocking buffers to be
allocated to a job.
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MODIFY The MODIFY command changes the specified
fields in an existing record of the log-on file. The format
of the command is

M[ODIFY] {cccounf, name }

account(name)

where

account is the account under which the record was
created.  Account may be from 1 to 8 characters
in length.

name is the name of the user for whom the record
was created. Name may be from 1 to 12 charac-
ters in length.

Options for the MODIFY command specify the fields of the
record fo be changed. The word NONE following an op-
tion name deletes the option value in the record.  Options
for the MODIFY command are the same as for the CREATE
command (Table 5).

The user whose log-on record is modified may be running
during the modification. Since Super changes the log~on
record but does not change the JIT, the modification will not
take effect until the user logs off and then logs on again.

Example:

Assume that a log~on file record under account ENGNR
and name DEVEL is to be modified. The password is fo be



changed from A321B6 to 48ZMIBA and the on-line charge
class is to be changed from 5 to 7.

-MODTFY ENGNR,DEVELG
--PASSWORD=48ZMTBA ()
==0$BILLING=7 G

~
—_—

)

DEFAULT The DEFAULT command allows the system man-
ager to change the default values for options of the CREATE
command. (This command is intended to simplify the au-
thorization of classes of users.) Changes are made only for
the options specified. The format of the command is

D(EFAULT]

The selected options and their new default values are en-
tered following the prompt for options. The rules for enter-
ing options are the same as for the CREATE command.

Once specified, the default values will remain in effect
until overridden by a subsequent DEFAULT command or

" until Super is reloaded (which will bring in the assembled
defaults). The default values set by DEFAULT apply to the
CREATE command but not to the MODIFY command.

It is important to note that when the default value for an
option is initially specified for one of the three job modes
(8, O, or G), default values of zero are automatically gen-
erated for the other two modes. The default values for the
remaining fwo modes may subsequently be explicitly speci-
fied, but in any case the system values are overridden. In
the example below, OM9T is set to zero.

Example:

-DEFAULT ()
-=-BM9T=3;GMIT=1 )
-=BSPR=80 (%)

-

LIST The LIST command lists the contents of the log-on
file. This command may be used to

1. List the entire log-on file.

2. List all records under a specified account.

3. List from one to three specific records under one

account,

To list the entire file, the LIST command is entered into the
terminal without parameters.

LlIsT)

To list only the records in a specific account, the LIST com~-
mand is entered into the terminal along with the account.

L{1ST] account

where account is the account number of the records to be
listed. Account is limited to 8 characters.

To list from one to three specific records under one account,
the LIST command is entered into the terminal along with the
account and names of users whose records are to be listed.

LsT) account,name [,name [,name
account(name [,nqme [,name )

where

account is the account number to which the rec-
ords belong. Account islimited to 8 characters.

name is the name of the user whose record is to be
listed. Only three user names may be specified.
Multiple names are separated by commas and must
be under the same account. Each name is limited
to 12 characters.

Any combination of options may be specified. For each
record, the name, account, and value of each option is
listed. For options that have three values associated (8, O,
and G), all three values are printed in the order B, O,
and G, separated by commas. Options are entered in the
same way as they are for other commands except that only
the option name is specified.

The options for the LIST command are

AL[L)
PA[SSWORD]
XA[CCOUNTING]
CA[LL)
$BI[LLING]
$PR[IVILEGE]
Mname

Pname

$

M

P

If $ is entered, then both BILLING and PRIVILEGE values
are listed. If M is entered, then all entries for maximum
values allowed for resources and services are listed. If P is

entered, then all entries conceming peripheral permission
are listed.

If all options are desired, the word ALL is entered in re-
sponse to the option prompt.

- LIST G

-- ALL®

o @

(The contents of all records in the log-on file are listed
here.)
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On the other hand, if no aptions are desired, the word
NONE or a carriage return character is entered, or- the
option NONE is entered. Then only the names and ac-
count numbers are listed.

- LIST

(The names and account numbers are listed here.)

-

Example:
Assyme that a log-on record was created as follows:

-CREATE 1234ABCD,C36 -
--PASSVORD=SECRETX -
==CALL=INTTIAL.123ABC
==BSPRIV=40:
==0$PRIV=80"
--BMIT=2 -

- =BMSP=0

~-BPLP=Y

--OPLP=Y -

= OMLO=50

--BMLO=100
—-BMIIME=15

A listing of the contents of that log-on record would be

SLIST J234ABCD,C 36
:_-I\Izt

[D=12 34 ABCDH (36
PA= SECRETX
CA= INIVIAL 12 3ABC
Bi= 00 01 0]
PR= 40 80 40
MOT 20,0
MOSP0,0,0

M Lo 100,50,0

M OTIME 15,0,0
PLP Y YN

REMOVE The REMOVE command deletes a record from
the log-on file. The format of the command is

R[EMO\/E”

account, name }
{ account(name)
where

account is the account number of the record to be

deleted. Account is limited to 8 characters.

name is the name of the user whose record is to be
deleted. Name is limited to 12 characters.

Only one account ond name may be specified in each
REMOVE command.
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Example:

Assume that the record for user ABLE, aceount 8634 is to
be deleted.

-REMOVE 8634 ,ABLE @9

FAST The FAST command causes a large batch run to be
executed in a much shorter fime than in normal made. The
format of FAST is

FfasT]

The FAST command is valid enly in batch mode and should
be used only if there are ng other users in the system. The
:USERS and :RBLOG files will be kept open (and hence
can not be accessed) until exit from Super.

WORKSTATION The WORKSTATION command is used
to authorize a remote workstation, to specify of change op-
tions for a paeticular workstation, and to list options for a
particular workstation or for alt workstations, The format
of the command is

W[ORKSTATION] id

where id is a 1-8 character workstation name. At least one
character must be alphabetic. If the workstation name is
not the name of an authorized workstation, then a new work-
station is being authorized.

Options for the WORKSTATION command are entered into
the terminal following prompts for options. Options may be
specified on the same line separated by semicolons or may
appear on separate lines. When no further options are de-
sired, a carriage return alone is entered following a prompt
for an option.

The LW option (which causes the options of a workstation or
of all workstations to be listed) is a special case. When the
LW option is specified, no other options may be specified.
In fact, when the LW option is specified, Super outputs the
requested listing without prompting for further WORKSTA-
TION options.

General options for the WORKSTATION command are listed
in Table 7. The column TYPE OF TERMINAL specifieswhich
type of terminal (RBT, 2780, or IRBT) the option is applicable
ior. Table 8 lists the device options which are used to de-
fine attributes of peripheral devices at IRBTs. These options
apply only to the device specified on the DEV option that
precedes them. The TYPES column specifies whether the
options are legal for input devices (I}, output devices (O),

or both (I, O).

The industry recognizes several "standard " IRBTs (e .g., COPE
1200 and 1BM 360,20 with IRBT software). These standard
IRBTs have identical attributes including identical types of
peripheral devices. When defining a standard IRBT, the op-
tion TYPE=STND may be specifiedand no further optionswill



Table 7. General Options of the WORKSTATION Command

Option

Type of
Terminal

Description

LW[=ALL]

RBT, IRBT

Requests that the workstation definition be listed for the worksta-
tion specified by id. If =ALL is specified, all workstation defini-
tions will be listed regardless of the id specified for the command.
If the LW option is specified, it must be the only option that is
specified for the command.

TYPE =type

Specifies the type of terminal where type may be

7670 — Xerox 7670 RBT

2780 — 1BM 2780 RBT

IRBT — IRBT

STND — Standard IRBT {No other options can be specified.)

The default type is 7670.

{SY[STEM) }
NS[YSTEM]

RBT, IRBT

Specifies whether or not jobs in the :SYS account may be submitted
from this workstation. The default is NSYSTEM.

RP=n

RBT, IRBT

Specifies the maximum priority for jobs submitted from this work-
station or the maximum priority for files that are being passed
directly to an output device (see the DC option in Table 8). The
default value is 7.

GJOB =name

RBT, IRBT

Specifies the 1-7 character name of a ghost job in the :SYS ac-
count that is to be started when this terminal logs on.

[MRB }
NMRB

2780 RBT

Specifies whether the terminal sends and receives single records
(NMRB) or 400-byte multiple record blocks (MRB). The default
is NMRB.

v

RBT

Specifies whether EM characters are to be punched (EM) or are not
to be punched (NEM) into cards at the RBT. The default is EM.
Punching EM characters increases transmission speed during input
of the cards but may make the cards unusable at non-RBT card
readers.

LPP=value

i

RBT

Specifies, in decimal, the lines per page for the RBT printer. The
default is 39.

MLP =value

RBT

Specifies, in decimal, the maximum line length for the RBT printer.
The default is 120 for the 2780 RBT and 128 for the 7670 RBT.

MCP =value

RBT

Specifies, in decimal, the maximum length of cards punched at the
RBT. If the NEM option is specified, this value is ignored. The
default is 80.

()

IRBT

Specifies whether the CP-V system will act as the central sife
(master) or as an IRBT (slave) when this workstation is connected.
The default is MST.

DS[M] =mask

IRBT

Specifies, in hexadecimal, a device selector mask used to separate
device type from device number. The value specified for mask can

range from 0 to FF. The default is F. (See "Device Selection"below.

)

X1

IRBT

Specifies that the IRBT is capable of receiving multiple control rec-
ords and data records within the same transmission block. (The soft-
ware of the particular IRBT determines whether this is possible.)
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Table 7. General Options of the WORKSTATION Command (cont.)

Option

Type of

Terminal

ey

Description

Nt

IRBT

Negates an X1 option and is only used when changing the attributes
of a workstation. If X1 was never specified for the workstation, N1
is meaningless.

X2

IRBT

Specifies that the workstation is another CP-V system.

N2

IRBT

Negates an X2 option and is only used when changing the attributes
of a workstation. If X2 was never specified for the workstation, N2
is meaningless.

RM[TJ =nn

IRBT

Specifies a two-character remote number. This specification is only
valid when CP-V is acting as a slave IRBT to another computer sys-
tem. The number is assigned by the system manager of the other
computer system.

RW[S NJ = xxxx

IRBT

Specifies a one- to eight-character WSN to be used by the CP-V
system to identify itself when logging onto the remote station being
defined. This specification is only valid when CP-V is acting as a
slave to another system.

DEV - devname

IRBT

Specifies the name used on the LDEV command and remote batch
control commands to reference a particular device at the worksta-
tion. OC is a reserved device name and should be used as the
devname if the device is to be used as an operator's console. The
OC device cannot be accessed by users. The DEV option is fol-
lowed by a list of options that define the particular device (see
Table 8). Each device of the workstation must be defined in this
manner. A minimum of 1 and a maximum of 16 devices may be
defined. ’ :

DD - devname

IRBT

Specifies that the named device is to be deleted from the work~
station definition. Options of a given device cannot be changed
individually. The device must be deleted and completely redefined.

Table 8. Device Options of the WORKSTATION Command

Option

Type

Description

lourl

RC(B] value

IR[CB] value

Specifies whether records for this device are to come IN to or QUT
of the CP-V system. Devices capable of input and output must be
defined as two separate devices. The default is QUT.

Defines, in hexadecimal, the RCB used to communicate with the
device being defined. The RCB is a one-byte field that specifies
the type of device and, in some cases, the number of the device.
The required value for the RCB is defined by the software of the
IRBT. This option is required because it establishes the connection
between the device name specified (DEV =devname) and a particular

physical device.

Defines, in hexadecimal, the RCB for the operator's console when
it is being used as an input device. (The RCB option defines the
RCB for the operator's console when it is being used as an output
device.) The IRCB option is only valid when an operator's console
is being defined.
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Table 8.

Device Options of the WORKSTATION Command (cont.)

Option

Type

Description

SU[SBIT]Wclue

O

Specifies, in hexadecimal, which bit in the Function Control Se-
quence field is used as the suspend control bit for this device (see
the Multileaving appendix in the CP-V/RP Reference Manual,

90 30 26). The position of the bit that is set to one indicates which
bit is the suspend control bit. All other bits are set to zero.

SR[CB)=x

Specifies the subrecord control byte type for this device. The
values may be

P for printer type
C for card type
u for user supplied

If SRCB=U is specified for an output device, the user writing to
that device will be expected to supply a subrecord contro! byte
as the first byte of each data record. If it is used for an input
device, the subrecord control byte will be passed to the user with
each data record. SRCB=C must be specified for input control
devices. The default value is C.

LilsTl=x

Specifies one of the following:

Y this is a listing device. The device will only be used
when the user specifically requests it with the LDEV
command.

N this is not a listing device.
S this is the system listing device and will be used as

the default listing device unless the user specifically
requests another listing device.

P This is the system punch device and will be used as the
default punch device unless the user specifically re~-
quests another punch device.

The default is N.

{CT[L] }

NC[TL]

Specifies whether or not this device is a control device (i.e.,
whether or not input from this device is to be scanned for jobs
and remote contro! commands). The default is CTL.

DC =type

Specifies the device type of the local symbiont device to which
files from this device will be sent directly. The default is

NONE.

{SM[D] }

NS{MD]

Specifies that this is the system message device (i.e., the device
to which messages to the operator will be sent). Only one system
message device may be defined for a workstation. The default is
NSMD.

mr[s?rﬁ&\gv]}

Establishes whether or not binary input or output is legal for this
device. The default is NBIN. :

MA[XREC] =n

Specifies, in decimal, that the longest record legal for this device
may have n bytes. The value n may range from 1 to 255. The de-
fault value is 80 unless LIST =Y or LIST =S is specified, in which
case the default value is 132.
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Table 8.

Device Options of the WORKSTATION Command (cont.)

Option Type

Eei2m T

Description

MI[NREC]- n 1,0

PROV] p 1,0

Specifies, in decimal, that the shortest record legal for this device
may have n bytes. The value n may range from 1 to 255, The de-
fault value is 1. If LIST=Y or LIST=S is specified, then MINREC

specifies the number of lines per page (i.e,, the maximum numbgr

of lines allowed per page). In this case, the value n may range

from 1 to 255 and the default value is 38,

Specifies, in hexadecimal, the privilege level required to use this

KEEP

device. The default value is 40.

Specifies that an oytput file for this device is to be kept intact

until the entire file has been output, This gllows the complete

file to be retransmitted after a line loss. KEEP is only meaningfy!
for input devices if the DC option Is also used. In this case, pgftial
input files at a line loss are deleted rather than being output, Input

be required (in fact, no other options should he specified),
All attributes (including those for peripheral devices) will
be automatically established by Super. The devices for
standard IRBTs and some of the option values for those de-
vices are listed in Table 9.

The various options are to some degree order~dependent;
that is, certain options exclude selection of other options.
An incorrect or inappropriate selection of an option will
result in a diagnostic response from Super and the option
will be ignored. Figure 5 partially clarifies this point.
The figure lists all of the options for the WORKSTATION
gommand fwith the exception of LW because it is q special
casel. The level of indentation indicates the order in which
the options should appear; i.e., options that are indented
can not be specified unless the opticn under which they are
indented has been previously specified. Within a given
level of indentation, the order of appearance of the options
Fs nof important. For example, TYPE IRBT must appear be-
fore DSM, but DSM need not appear before X1. The fig-
ure dous not point out that some options are mutually ex-
clusive te.g., MST and SLV). However, all cases of
mutually exclusive options are obvious from the option
descriptions.

Device Selection, Users refer to local or remote symbiont

devices by name in the DEV option of the LDEV command.
) l:f the device is at a remote workstation, then the name of

the device was established with the DEV option of the

WORKSTATION command.  This external name is linked

files that are not direct passed are always deleted in this situation.

=

fo the actual physical device with the RCB optian of the
WORKSTATION command. The format and content of the
RCB may vary, dependent upon the software of the |RBT.

Standard RCBs specify a device type and the number of the

device. The format of a standard RCB is
Device [ Device
no type

o v 3Te e T
where bit 0 is always set to one.

For example, if a system using standard RCBs has two line
printers, the two RCBs would be

Line printer 1

1Joorfor00] (X194
B U
Line printer 2
l!OlOOlOO (X'Ad")

b L] 4 Al

The DSM specifies a device selector mask that determines
which bits of the RCB will be used to choose an explicit de-
vice. For astandard RCB, a DSM of X'0F' means that only
device type will be used in selecting a device and that the
number of the device will be ignored.

: Tuble 9, Standard IRBT Device Option Values
; Device Type . RCB J IRCB SRCB SUSBIT
!
CC 91 ! 92 C 40
LCR 93 : - C -
i LP 94 | -- P 800
CoCp 95 “ - C ]

H
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WORKSTATION id
SYS
NSYS
RP
GJOB
TYPE=7670
EM
NEM
LPP
MLP
MCP
TYPE=2780
MRB
NMRB
EM
NEM
LPP
MLP
MCP
TYPE=STND
TYPE=IRRBT
DSM
X1
N1
X2
N2
DD
MST
SLV
RMT
RWSN
DEV=0C
IRCB
DEV=any device (including 0C)
PRIV
RCB
SRCB
MAX
MIN
DIR
NDIR
BIN
NBIN
KEEP
IN
CTL
NCTL
DC
ouT
SUSBIT
LIST
SMD
NSMD

Figure 5. WORKSTATION Command Options

For example,

Assume that the following DSM and line printers have been
defined:

DSM=0F  (or DSM=F)
DEV=LP  (line printer 1)
RCB=94

DEV=PR  (line printer 2)
RCB=A4

If the user requests the device LP, he will get either LP or
PR (line printer 1 or line printer 2), whichever device is
available. The request for LP is translated to RCB=94, but
the DSM specifies that only the low-order four bits (type)
are to be used. Therefore, no distinction is made between
device number one and device number two.

A DSM of FF means that the entire RCB is to be used in se-
lecting the device. In the example above, a DSM of FF
would mean that the user would get the device LP when he
specified LP and PR when he specified PR.

A DSM of 00 means that the RCB1is to be ignored completely
in selecting a device, regardless of the device name speci-
fied by the user.

Note that the setting of the first bit in the DSM is not im=-
portant because the first bit of the RCB is always set to one
(even if the RCB is not a standard RCB) and the first bit of
the DSM is effectively ignored. Therefore the following
DSMs are equivalent:

00 and 80
OF and 8F
7F and FF

Note also that the bit settings of the DSM have a different

meaning for RCBs that have a format other than the standard
format. Generally speaking, however, the role of the DSM
is the same for all RCB formats. It specifies which bits of

the RCB will be used to select a device.

Examples:

1. Assume that workstation STA1 with three devices (an
operator's console, a card reader, and a line printer)
is to be defined:

-WORKSTATION STAl&
--TYPE=IRRBT (&
==DEV=0C (¢
==-RCB=91()
-~IRCB=92 ("
-=SMD &7
--SUSBIT=40
--DEV=CR
--IN%
==RCB=93)
--DEV=LP &
--RCB=94:%)
~-SUSBIT=800"
==SRCB=PGr
==MAXREC=132(
--LIST=S&
=Gy
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2. Assume thata standard workstation with the workstation
name STANDARD is to be defined and that the attri-
butes of the workstation are then to be listed:

-W A EANDARD -

= [YPE=5TND -

= STANDARD
'-["‘J"ﬂ‘:

h= = STANDARD
PP T RET

MODE =M

DSM= 0F

RP= 07
IRCR= 40
SMD=

DEVICES 4

DEV RCE SRCYB SUS 170 LIST CTL BIN KP_PRV DC MAX MIN
D vy C 0040 T N N N N 40 00 80 1

R ¢ 0000 N N Y N N 40 00 80 1
e b osh0 oUT S N N N 40 00 132 38
g s CoouGT T P N N N 40 00 80 1
X The X command deletes the definition of a worksta-

tion from the :RBLOG. The format of the command is
X id
where id specifies the workstation name of the workstation
definition to be deleted,
END The END command causes an exit from Super to

TEL. The format of END is

E[ND]

Example:

Assume that the PASSWORD, PRIVILEGE, and BILLING op-
tions for users ABLE and BAKER under account 8634 are to

be listed and that the record for user ABLE is to be deleted.

Upon completion, control is to be returned to TEL.

-LISE #5349  ABLE, BAKER -
S-PASSWORD -

--FLAGS -

N

(listing)

-REMOVE 8634 ,ABLE »
=FND -
!

BATCH OPERATIONS (SUPER]

Super can be run in a batch job stream to facilitate and
speed up the modification of the :USERS file. The formats
of the commands and command options are very similar to
the on-line commands and options. If the user does not
assign M:SI and M:LO to other devices, Super reads the
commands and options from the card reader and writes mes-
sage oufput on the line printer. Should the user assign M:SI
to some other device (e.g., a magnetic tape), the input
format must conform exactly to that prescribed below for
card input.

Super is called by a ISUPER command. After it has been
invoked, it reads the SI device for command input. Super
commands are keypunched beginning in column 1. Com-
mand options are keypunched beginning in column 2.
Figure 6 depicts a sample Super batch job deck.

Use of the FAST command will greatly speed up a large
batch run.

In batch operation, default message output goes to the sys-
tem line printer. When initially invoked, Super advances
to a new page on the printer. It prints each command
option as received, before it analyzes the input for correct
syntax. When it detects a LIST command, it advances to
a new page before writing the command on the printer. The
LIST command print-out on the line printer has a format
simifar to the LIST print-out on a terminal but has just one
line per record.

At the end of the batch Super run, twc messages summa-
rizing the number of errors are printed. They have the
following format:

n COMMAND ERRORS
m USER FILE /O ERRORS

The first indicates the number of syntax errors found in the
input stream; the second indicates the number of abnormal
conditions found in accessing the :USERS file. In general,
a syntax error found in an option for a main command will
result in the command being executed as though the partic-
vlar option were not present.

SUPER ERROR MESSAGES

An error message will be returned to the terminal if o Super

command is entered incorrectly. These error messages are
listed in Table 10.

SUPER COMMAND SUMMARY

Table 11 summarizes Super commands. The left-hand col-
umn lists the command format, the right-hand column de-
fines the command and options.
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[ 1EOD
|END

| bALL
fu ST

IREMOVE 12897, SMITH
REMOVE 57863, JONES

[‘bCALL:COBOL
['60$L0=1

—— bO$B1=5

MODIFY 12374, ACCTG

[ 6BSBILL=4
{6BPLP=Y
— | bBMTR=10000
| 5BM9T=2
[BPASS =SMITH
| CREATE 12374, SYSTEMS
ISUPER

Figure 6. Sample Super Batch Job Deck
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Table 10. Super Error Messages

Message

Description

ABNORMAL RETURN ON
:USERS FILE -- value, value

An cbnormal return other than "busy", "wrong key", or "file nonexistent" for 10
access of :USERS file occurred. The first value is a hex gbnormal code; the sec-
ond value is a hex abnormal subcode.

ACCOUNT, NAME ?

Super scanned to the end of the commgnd buffer without detecting an account
and/or name field for a CREATE, MQDIFY, or REMOVE command.

ALREADY SPECIFIED FOR
ANOTHER DEVICE

In the WORKSTATION command, the option LIST=P can enly be specified for one
device.

CALL ACCOUNT ?

Super did not detect a delimiter (space, carriage return, period, nor semicolon)
for a CALL Imn value.

DEVICE NAME ALREADY
SPECIFIED IN RECORD

In the WORKSTATION command, a particular device name can only be specified
once with the DEV option. ”

ERROR ON M:SI DEVICE,
SUPER EXITING

An abnormal return other than EOF or EOD on the batch M:SI device occurred.

ERROR RETURN ON :USERS
FILE -- value, value

An error return other than "wrong key " for 1/O access of :USERS file occurred.
The first value is a hex error code; the second value is a hex error subcode.

FAST COMMAND INVALID
ON-LINE

The FAST command is only permitted as a batch command.

ILLEGAL CHARACTER IN
HEX FIELD

A hexadecimal value was expected in an option of the WORKSTATION command.
At least one of the characters in the value was not a hexadecimal digit.

ILLEGAL OPTION FOR
SPECIFIED DEVICE

In the WORKSTATION command, an option that is not appropriate for the device
being defined was specified or the device has not yet been specified but an option
was specified for it.

ILLEGAL RCB VALUE

The low-order digit of the value specified on the RCB option of the WORKSTATION
command cannot be a zero.

ILLEGAL SRCB VALUE

The value specified for the SRCB option of the WORKSTATION command must be
U, P, or C.

ILLEGAL VALUE SPECIFIED

The value specified for the LIST option of the WORKSTATION command must be
Y, S, N, orP.

IN/OUT CONFLICT

The mutually exclusive options IN and QUT were specified on the WORK-
STATION command.

INVALID DEVICE NAME

The device name specified for the DEV option of the WORKSTATION command
is not a name that was defined for the system at SYSGEN.

LOST AN OPTION;
ADVISE LISTING USER**

This message should never be issued; however, should it be, it indicates a Super
program failure, or a loss of bits in the system. Super outputs the message and
continues processing any remaining options in the buffer,

MASTER, /SLA\/E CONFLICT

The mutually exclusive options MASTER and SLAVE were specified on the WORK-
STATION command.

MODIFY ?

A request was entered to CREATE a user (record) which already exists in the

:USERS file. Super issues this message, then (prompts and) awaits input of op-
tions to modify the existing record. Null option input leaves the record as
it was.
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Table 10. Super Error Messages (cont. )

Message

Description

NO DEVICE SPECIFIED

In the WORKSTATION command, the workstation has been defined to be an IRBT
but no DEV options are specified.

NO DEVICE SPECIFIED
FOR DEVICE dd

In the WORKSTATION command, an RCB must be specified for each device
defined.

NO SUCH DEVICE IN
RECORD

In a WORKSTATION command, a device that does not exist is specified to be
deleted.

NOT A SYMBIONT DEVICE

The device specified on the DC option of the WORKSTATION command must be
a symbiont device.

NOT ALLOWED FOR TYP
SPECIFIED

In the WORKSTATION command, an option was specified that is not allowed for
the type of workstation (7670 or IRBT) being defined.

NOT MAIN COMMAND

Batch Super expected to read a command beginning in column one, but column
one of the card was null.

RCB NOT YET SPECIFIED

The SMD option of the WORKSTATION command was specified before the RCB
option was specified for a device, or a device was defined without an RCB being
defined for it.

SMD ALREADY SPECIFIED

Only one system message device (SMD) is allowed per workstation.

SORRY YOU ARE NOT
ALLOWED TO ACCESS
SUPER

The user is trying to access Super and is not logged on under :SYS, LBE.

SPECIFIED VALUE TOO BIG

A value specified for an option on the WORKSTATION command is too big.

SPECIFIED VALUE TOO
SMALL

A value specified for an option on the WORKSTATION command is too small.

SRCB INCONSISTENCY

An option of the WORKSTATION command is inconsistent with the value specified
for the SRCB option.

STRING TOO LONG

The value specified for an option in the WORKSTATION command contains more
characters than are allowed.

STRING TOO SHORT

The value specified for an option in the WORKSTATION command contains fewer
characters than are required.

SYNTAX - UNEXPECTED
EQUALS

An option on the WORKSTATION command contains an equal sign and an equal
sign is not part of the particular option syntax.

**THE :USERS FILE DOES
NOTEXIST**

This message should never be issued; however, should it be, it indicates Super,
in accessing the :USERS file, received an abnormal return indicating ;:USERS does
not exist.  Super outputs the message and exits to executive level (TEL or CCI).
Call Super again.

THIS OPTION ILLEGAL AT
THIS TIME

An option on the WORKSTATION command was input before another option that
must precede it was input.

TOO MANY OPTION
NAMES, RE-DO LIST
CMD

More than 16 individual options have been entered in either the M or P category
on the LIST command.

UNRECOGNIZED NAME

The name specified on the M or P command is not valid.
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Table 10. Super Error Messages {cont. )

‘Wssﬂge

Description

UNRECOGNIZED TY-PE
INAME

The value specified for the TYPE option of the WORKSTATION command is not
7670, TRBT, or 2780.

VALUE TOO BIG

An option value was entered that is %o big to fit in its designated field in the
log-on record.

WARNING: NO SMD
‘SPECIFIED

In the WORKSTATION command, fhe MASTER option was specified but no SMD
aption was specified.

oy

WHO ?

A request was entered to MODIFY, REMOVE, or LIST the record(s) of a user(s)

not in the sUSERS file.

WORKSTATION ™NOT
PRESENT

The wser has attempted to delete a nonexistent workstation.

value? Super does not recognize the given tommand operator or option operator, or dees
not recognize a too lengthy CALL field value. Input the information again.

=value ? The 1iven option value is too long, exceeds system limit for the option, or con-
tains an illegal character. Input the option again.

Table 11. Super Command Summary
Command Description
C[REATE] accounf,,ncme“ Adds a new record to the log~on file.
account(name)]

Options:

PA[SSWORD]:lidenﬁficcﬁon (1-8 char'ucfers)}

NONE

Re[AD] - | AL }

INONE

name . [account][. password]] }
NAME

CA[LL] {
name (1-11 characters)

account (1-8 characters)

password (1-8 characters)

days,hours
NEVER
NONE

MA[XEXPIRE] -

DIfSK] '

pgranuleS}
NONE

B
o
G

SBI[LLING] -~ charge (0 < charge < 7)
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Table 11. Super Command Summary (cont.)

Command Description
account,name B
CIREATE] {accounf(name)} (cont.) O { $SPRIVILEGE] = level
G
Hex
Codes Privileges Allowed
EO Utilize real-time services.
Cco Bypass security and account checks and issue
M:SYS CAL.
BO Access and change the monitor file.
A0 Read and write error file invoke diagnostic.
80 Examine (but not change) the monitor.
40 Default privilege level.
(B) M _ {volue
neme = | DELE [TE]}
G
B Y[ES)
O { Pname ={N[O]
G DELE[TE]
XA[CCT]= character string
D(EFAULT] Changes the defaults recognized by Super.
Options:
Same as options for the CREATE command.
E[ND] Causes exit from Super to TEL or to CCI.
F[AST] Causes a large batch run to be executed in a much shorter time

than in normal mode.

L0sT] [accounf{,name[,name %nomei]

1]
[accounf (name[,name ,name il)]]]

Lists the specified contents of all the log-on files:

Options:

AL[L]
PA[SSWORD]
XA[CCOUN TING]
CA[LL]
$BI[LLING]
$PRIVILEGE]
Mname
Pname

$

M

P

M[ODIFY] {account,name }

account(name)

Changes the specified fields of an existing log=~on record.
Options:

Same as options for the CREATE command. NONE clears
the specific option field in the record to zero.
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Tabte 11, Super Command Summary (eont.)

Command

Description

account name
account(name )

R[EM@VE}[,

Deletes o record from the log-on file. There are ne options for
this command.

W[ORKSTATION] id

Authorizes a workstatien, specifies or ghqngg options for @ par=
ticular workstation, and lists options for a particular warkstation
or for all workstations,

General Options:

twl= ALL]
TYPE = type
SY[STEM]
NS[YSTEM]
RP-n
GJOB=name
MRB

NMRB

NEM

EM

LPP value
MLP: value
MCP-value
Ms[r]]

SL{v]

DS[M] mask
X1

N1

X2

N2

RM([T] ‘nn
RW[SN] XX XX
DEV devname
DD devname

Device Options:

IN
ouT

RC[B) value
IR[CB] value
SU[SB]TJ value
SRCB] «x
LI{ST] x
CT(L]

NC[TL]

DC type
sm(D]
NS[MD]
BI{NARY]
NB{INARY]
MA[XREC] n
MI[NREC] n
PR{IV] p

! KEEP

J Deletes the definition of g workstation.

42
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9. USE ACCOUNTING

INTRODUCTION

Since accounting is a matter of installation and corporate
preference, the gathering and recording of accounting in-
formation is centralized in CP-V. The function of gather-
ing CPU time is centralized in the resident monitor routine
T:ACCT. The function of calculating charges and distrib=
uting output to users and files is centralized in the shared
processor LOGON/LOGOFF. This centralization makes
it easy for system programmers to modify the accounting
facilities.

The activities of each job, whether initiated on=line or
submitted through the batch stream, are accounted for
through a series of counts kept in the job information table
(JIT) and the assign/merge record associated with each job.
These counts record the details of CPU usage, elapsed time,
/O activity, and amount of peripheral use.

At the end of each job, LOGOFF combines these counts
with rates from a rate table and calculates total charge
units. It then writes an accounting summary record, which
may be used for billing or analysis, into the accounting log
file, :ACCTLG, which is in the :SYS account. Only jobs
with :SYS account numbers are allowed to access the
:ACCTLG file.

Deleting the :ACCTLG file has no effect on the operation
of the system. The system merely begins a new :ACCTLG
file at the termination of the job that did the deleting.
Neither deletion nor backup of the :ACCTLG file is auto-
matic. The information contained in the file may or may
not be of critical importance for an installation, and it is
left to the installation manager to decide how to handle
the file.

INSTALLATION ACCOUNTING ROUTINES

In order to provide the installation with the capability of
policing the entry of jobs and modifying accounting charges,
exits are provided at job and terminal session initiation and
termination for the inclusion of supplementary accounting
routines to be supplied by the installation.

The installation may supply a batch job or terminal session
initiation accounting routine whose DEFed entry point is
M:ACINIT and a batch job or terminal session termination
accounting routine whose DEFed entry point is M:ACTERM.
Briefly, exits are made to these names in the following
manner.

M:ACINIT

Assembled as an SREF at:

1. Batch job initiation

2. Terminal session log-on

Calling sequence:

BAL, D4  M:ACINIT

Input registers:

Register 3 — contains the address of the image of
the :USERS record.

Register 5 — contains the address of the JIT.

Output registers:

Register 3 is either zero or nonzero as determined
by the installation's M:ACINIT routine. All other
registers must remain as they were before the in-
stallation's routine was entered.

M:ACTERM
Assembled as an SREF at:
1. Batch job termination

2. Terminal session log-off

Calling sequence:

BAL,D4 M:ACTERM

Input register:

Register 3 — contains the address of the image of
the account record.

Output registers:

Register 3 contains either zero or nonzero as a re-

sult of the action of the M:ACTERM routine. Upon
return from this routine, all registers except reg-
ister 3 are expected to remain intact.

In each case, the address of the JIT can be found in loca-
tion X'4F', An installation wishing to supplement the stan~
dard validation and accounting provided by the system must
include ROMs with the above entry names into the appro-
priate processor load modules during the PASS3 portion of
SYSGEN by adding the ROM file names (and account, if
needed) to the list of element files on the LOCCT processor
commands. The initiation routine, M:ACINIT, is called by
both LOGRT and LOGON and must be included in both the
CCI and LOGON load modules. The termination routine,
M:ACTERM, is called by ACCTSUM and must be included
in both LOGON and GHOSTI.
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Exit will be made at job and terminal session initiation to
the installation accounting rautine, M:ACINIT. At this
point, syntax checking on the control command to enter the
system has already been performed. Relevant items in the
JIT have already been set up to reflect the environment in
which the job is to be executed. The optional extended ac-
counting information, if specified, has been recorded in the
assign/merge table and items such as the remaining perma-
nent secondary storage for the job have also been stored in
the table. In addition, for batch entries, resource requests
(core, tape drives, disk pack spindles) have already been
recorded. By pooling the infarmation in JIT, user's :USERS
record and assign/merge table, the installation accounting
routine can then police the job. If the routine decides that
the job is to be denied further access to the system, a zero
should be returned in register 3, in which case, the system
will output an appropriate message to the user and the job
will be aborted.

At job and terminal session termination, exit is made to the
instafiation accounting routine, M:ACTERM. At this point,
the system has already prepared an accounting record im-
age. However, before the record is actua'ly appended to
the system accounting file, :ACCTLG, the instaliation ac-
counting routine has the option of modifying the information
inthe record image. The routine can also determine whether
the record should be included in the :ACCTLG accounting
file. In the event that the record is not to be written to the
file, a zero in register 3 is returned by the routine fo the
system and the accounting record will be suppressed.

ACCOUNTING LOG FORMAT

Figure 7 shows the format of records in the accounting log
file. One record is created for each job or user processed
and is retained in the file. The items within a record are
defined in Table 12.

ACCOUNTING OUTPUT

The output of accounting information may take either one
of two forms.  One form consists of a summary of ac-
counting information. The other form consists of the en-
tire accounting record.

For the on-line user, a summary of accounting information
is sent to the terminal at the time the user logs off. The

format of this information is

CPU m.mmmm CON h:mm INT nn CHG xxxx

where
m.mmmm is CPU time expressed in minutes and ten-
thousandths of a minute.
h:mm is console time expressed in hours (h) and min-

utes (mm).

nn: is the number of terminal interactions.
XXXX is total charge units for the on-line session.

The same information may be requested by the user during
an on-line session by entry of the TEL STATUS command .

For the batch user, the entire accounting record is written
through the M:LL DCB normatly assigned to the line printer.
The format of this printout is shown in Table 13. The batch
user may assign M:LL to a file. However, any errors en-
countered while attempting to output accounting informa-
tion through M:LL will force the assignment of M:LL to return
to the line printer.

Normally, elapsed time for accounting information is ex-
pressed in hours and minutes. The capability exists for the
modules TEL, JOBR (CCl), LOGON, and ACCTSUM to
express elapsed time in hours, minutes, and seconds. The
format is h:mm:ss. Start and end time in the aceounting
record is converted to seconds from midnight instead of
minutes from midnight. This option is controlled by an
assembly switch when the modules are assembled.

ACCOUNTING CHARGES

Each user is supplied at log-on time with q charge class
value from his log-on record. This value is transferred
to the assign/merge table by LOGON and is used by
LOGOFF to access the proper rate table in the :RATE file.

:RATE FILE

The :RATE file is a one-record file containing a set of eight
rate table pointers and eight rate tables (Figure 8). LOGCFF
uses the charge class value for each user to access the
associated pointer in the :RATE file which points to the ap-
propriate rate table. ‘

RATES PROCESSOR

The :RATE file is maintained by a specially authorized pro-
cessor called RATES. The RATES processor, like Super and
Control, is accessible from the user account SYS. If the
file :RATE does not exist, RATES creates it using the default
value shown in Figure 8.

The RATES processor is called by entering the name of the
processor in response to a TEL prompt for o command.

I RATES -

The :RATE file (if it exists) is automatically loaded inte core
for modification by RATES commands.
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Word

1
12
13
14
15
16

18
19
20

21
22

23
24

25
26
27
28
29
30
31
32
33
34
35
36
37
38

Definition

Account

Name

Extended Accounting

Charge Units

Line Number Priority Final Run Status Job Steps
Job Origin System Version

Start Date

Start Time

End Time

Console Interactions

Finish Date
SYSID Pack Mounts Spindles
Cards Read Cards Punched
Processor Pages _ User Pages
Diagnostic Pages Tape Mounts Tape Drives

Tape Accesses

RAD Accesses

Disk Accesses

1/0 CALS

Permanent RAD Granules

Permanent Disk Granules

Core Usage

Processor Execution Time

Processor Service Time

Maximum Core Size Partition Save Tapes ////////////////

User Execution Time

User Service Time

Peak Temporary RAD Granules

Peak Temporary Disk Granules

Billing Rate 7/////////////////////////////////

Accounting Record
Status Code

Resource Allocation Values

Figure 7. Structure of Accounting Record
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Table 12. Contents of Accounting Record

Name Description
Account Account number of the user as specified on the job card or log-on message.
Name Name of the user as specified on the job card or log-on message.

Extended Accounting

Charge Units

Line Number

Priority

Final Run Status

Job Steps

Job Origin

System Version

Start Date

Start Time

End Time

Console Interactions

Installation-defined accounting information as specified on the job card or
log-on message.

Accumulated charge units calculated for the user through use of the rates table.

Line number (Data Set Controlier Subchannel) to which the user connected. Line
Number is set to X'FF' if entry is for a batch job.

Priority specified on the job card. Unused if entry is for a terminal session.
Run status at the completion of the job (an eight bit field).

X'00" - Job exited normally.

X'01' - Job aborted, illegal trap,

X'02' - Job aborted, 1/O error.

X'04' - Job aborted, limit exceeded.

X'08' - Reserved for CHKPT,

X'10" - Job aborted, 'X' key-in.

X'20' - Last job step errored, 'E' key~in.

X'40" - Job aborted, M:xxx.

X'80" - Last job step errored, M:ERR,
Total number of job steps if batch; total number of processor operations if on-line,
Origin of batch job.

0 - From local card reader

1 - From on-line terminal

2 - From remote processing
Version of operating system (from cell X'2B') in EBCDIC,
Date af job or terminal session start, where the left halfword is the year and the right
halfword is the day. Year is a binary value that records only the last two digits of
the year; e.g., 1970 is represented as X'46'. Day is the Julian day of the year rep-

resented in binary; e.g., September 14 is represented as X'101",

Time of day at start of job of terminal session in minutes from midnight, The value
is expressed in binary,

Time of day at end of job or terminal session, Expressed in the same format as
start time.

Number of interactions during the course of a terminal session (zero for batch),
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Table 12. Contents of Accounting Record (cont. )

Name Description
Finish Date Date at job or terminal session finish. The format is the same as for Start Date.
Sysid ID assigned to user job or session.

Pack Mounts
Spindles

Cards Read

Cards Punched

Processor Pages

User Pages

Diagnostic Pages

Tape Mounts
Tape Drives
Tape Accesses
RAD Accesses
Disk Accesses
/O CALs

Permanent RAD Granules

Permanent Disk Granules

Core Usage

Processor Execution Time

Maximum Core Size

Partition

Save Tapes

User Execution Time
User Service Time

Peak Temporary RAD
Granules

Number of disk packs mounted.
Maximum number of disk pack spindles allocated to batch or available to on~line.

Number of cards read, including the job card and any EOD cards, but not FIN
cards.

Number of cards punched, including ID card, JOB card, BIN cards and EOD
cards, but not blank cards inserted by the punch symbiont between jobs. If no
punched output is produced by the job, the ID and JOB cards are suppressed and

the punched card count is reduced to zero.

Number of pages of printed output generated by shared processors, plus two
ID pages at the beginning of the job and the accounting page at the end.

The number of pages of printed output generated by user programs only.

The number of pages of all output to a symbiont file through the M:DO DCB,
including core dump snaps and debug output. However, output is not counted

if it goes to a user file, even though it goes via M:DO,

Number of tapes mounted unless premounted by the operator.

Maximum number of tape drives allocated to batch or available to on=line.
Number of read, write, and file positioning accesses on the specified device, but
not seek accesses since these are considered part of a read or write. A chargeable
access is actually a request to a queue.

Number of CALI, 1 operations performed.

Net change in accumulated RAD storage. This is a signed binary value.

Net change in accumulated public disk pack storage. This is a signed binary
value,

. . . Lot
Product of CPU time times core size in pages (ticks x pages). Includes all core
usage by job.

. . . .. t
CPU time spent in shared processors in the slave mode, expressed in ticks.

Peak value of core reached, expressed as the number of pages. Does not include
shared processors or context.

Partition number under which the job ran (zero if terminal session).

Number of save tapes used.

CPU time spent in other than shared processors expressed in ticks.'

Monitor service time spent for other than shared processors expressed in ticks.t

Peak value of temporary RAD granules used.

Accounting Charges
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Table 12. Contents of Accounting Record (cont.)

Name

Description

Peak Temporary Disk Granules

Peak value of temporary public disk pack granules used.

Billing Rate

Charge class used for accounting for this user. The value is obtained from the
user's log-on record and is in the range 0 to 7.

Accounting Record Status
Code

Status under which the accounting record was generated.
X'00' = Accounting record was created under normal conditions.

X'01' = Accounting record was created during recovery but the accountin
g 9 ry g
record is correct.

X'02' - Accounting record was created under abnormal conditions (assign/merge
read error) and contains erroneous information for Start Date, Start
Time, Billing Rate, Permanent RAD Granules, and Permanent Disk
Granules. '

X'03' - Accounting record was created under abnormal conditions (assign/merge
read error) during system recovery and contains erroneous information for
Start Date, Start Time, Billing Rate, Permanent RAD Granules, and Per-
manent Disk Granules.

Resource Allocation Values

Values of resources at time of log-off. Values are in one byte fields and appear in
the same crder as the resources specified in the system resource limit table.

t . e
One tick equals two milliseconds

.

Table 13.  Accounting Printout for Batch Jobs

Printed Format

Explanation

(Time and Date)

ELAPSED JOB TIME

PARTITION NUMBER

hh:mm Clock time in hours and minutes for job or terminal
session.

Partition number under which the job ran.

CHARGE UNITS XXXXXXXX Total charge units.
TOTAL CPU TIME X L XXXX Sum of all execution time (in minutes).
PROCESSOR EXECUTION TIME X o XXXX Shared processor execution time (e.g., FORTRAN)

PROCESSOR SERVICE TIME

USER EXECUTION TIME

USER SERVICE TIME

CARDS: CARDS READ

CARDS PUNCHE

(in minutes).

X L XXXX Monitor time for CALs issued by shared processors
(in minutes).

X o XXX X User program execution (in minutes).
X XXXX Monitor time for user issued CALs (in minutes).
XXXX Number of cards read.
D XXXX Number of cards punched.
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Table 13.

Accounting Printout for Batch Jobs (cont.)

Printed Format

Explanation

PAGES: PROCESSOR PAGES XXXX
USER PAGES XXXX
DIAGNOSTIC PAGES XXXX
TAPES: TAPES MOUNTED XX
DRIVES ALLOCATED XX
SAVE TAPES USED XX
PACKS: PACKS MOUNTED XX
SPINDLES ALLOCATED XX
CORE: PEAK CORE (PAGES) XXX
PAGE * MINUTES XXXXXX
1/0O: OPERATIONS XXXXX
CALS X XXX XX

FILE SPACE
PEAK RAD TEMPORARY xxxx
NET RAD PERMANENT XXXX
AVAILABLE RAD PERMANENT XXXX
PEAK DISK TEMPORARY XXXX
NET DISK PERMANENT XXXX
AVAILABLE DISK PERMANENT XXXX

Number of pages printed by shared processors.
Number of pages printed by user program.
Number of pages printed through M:DO.
Number of tapes mounted.

Number of tape drives allocated.

Number of save tapes used.

Number of disk packs mounted.

Numl;er of disk spindles allocated.

Maximum number of core pages used at any one time.
Does not include shared processors.

Amount of core time used. Includes swappable core
usage (data and context).

Number of physical 1/O actions except terminal and

swap 1/0.

Number of CAL,1 operations.

Peak value of temporary RAD granules used.
Net change in accumulated RAD storage (in granules).

Amount of RAD space available for permanent storage
(in granules). —

Peak value of temporary public disk pack granules used.

Net change in accumulated public disk pack storage
(in granules).

Amount of public disk pack space available for per
permanent storage (in granules).

RATES COMMANDS

There are three commands in the RATES processor command
language. They are BUILD, PRINT, and END.

RATES prompts for a command by typing a single dash. It
prompts for each charge rate table entry for the BUILD com-
mand by typing a charge siding followed by an equal sign.

RATES looks only at the first and last characters of a com=
mand. The first character identifies the command; the last
character identifies the charge rate table the user wishes to
manipulate (for BUILD and PRINT). Thus, RATES accepts
neither leading nor trailing blanks in command input. Only
the last digit of a multidigit number will be used to identify
a rate table.

BUILD The BUILD command modifies the charge unit
values in the specified charge rate table. The format of the
command is

- B[UILD] table

CPU TIME= [value]

CPU TIME * CORE SIZE= [value]

TERMINAL INTERACTIONS= [value]

1/0 CALS= [volue]

CONSOLE MINUTES= [value]
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Charge class 0 painter
Charge class 1 pointer
Charge class 2 pointer
Charge class 3 pointer
Charge class 4 pointer
Charge class 5 pointer
Charge class é pointer
Charge class 7 pointer
CPU time

CPU time x core size
Terminal interactions
I. O CALs

Console minutes
Tapes and packs mounted
Page-date storage

Peripheral [/O cards
and pages

0 8
1 16
2 24
3 32
4 40
5 48
6 56
7 64
8 6
9 1
10 0
1 1000
12 0
13 100000
14 10000
15 2000
16 6
17 ]
18 1000
19 1000!
20 200
21 100000
22 10000
23 2000
64E 6
63 | 1
66 | 1000
67 1000
68 200|
¢S | 100000
7Qi 10000,
7 |

>

>

>

Charge class pointers point
to chatye rate tables

Chargé rate table 0 (default
table for bateh jobs)

Charge rate table 1 (default
table for on-line jobs)

Charge rate tables 2-6

Charge rate table 7
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TAPES AND PACKS MOUNTED= [value]

PAGE - DATE STORAGE= [vmlue]r

PERIPHERAL 1/O CARDS + PAGES=[value)

where
table specifies one of the eight charge rate tables
and has a range 0 < table < 7.
value specifies the units to be charged for a par-

ticular item and has a range 0< value <99999999.
If the user does not enter a value before entering
a carriage return character, RATES will not alter
the stored value for that item.

RATES allows the user to make two input errors before re-

questing the user to retype the command. It stores all legal
values it receives prior to the error.

Example:

Assume that the user wants to change some of the charge
unit values in charge rate table 3. Specifically, he wants
to change the charge units for terminal interactions and 1/0O

CALs to 5000 and 15, 000 respectively.

- BUILD 3 =
CPU TIME= -

CPU TIME * CORE SIZE=%»

TERMINAL INTERACTIONS= 5000 &

1/O CALS= 15000 =

CONSOLE MINUTES=

TAPES AND PACKS MOUNTED=

PAGE - DATE STORAGE= @t

PERIPHERAL 1/O CARDS + PAGES= &

PRINT The PRINT command prints the contents of the
specified charge rate table. The format of the command is

P[RINT] table
where
table specifies the charge rate table to be printed

and has a range 0 < table < 7.

t . ..
Although rate table entries are made for this item, charges
to it are not recorded.

Example:

Assume the user wants to print the contents of charge rate

table 3.
- P3 e
CPU TIME= 6

CPU TIME * CORE SIZE= 1

TERMINAL INTERACTIONS = 5000

1/0 CALS =15000

CONSOLE MINUTES =200

TAPES AND PACKS MOUNTED = 100000

PAGE - DATE STORAGE = 10000

PERIPHERAL 1/O CARDS + PAGES =2000

END The END command causes RATES to write the
:RATE file on disk storage and to exit to TEL. The format
of the command is

E[ND’

Example:

=END @
!

BREAK CONTROL

If the user depresses the BREAK key anytime after he re-
ceives the first prompt for command input and before he
enters the END command, RATES stops processing the cur-
rent command and returns to the command level, If the user
depresses the BREAK key after entering the END command,
RATES ignores the break and processes the END command.
At all other times, RATES returns to TEL when the user
depresses the BREAK key.

RATES ERROR MESSAGES
RATES returns one or more error messages to the user's ter-

minal if the user incorrectly enters a command. These mes-
sages are listed in Table 14.

RATES COMMAND SUMMARY
Table 15 summarizes the RATES commands. The left-hand

column lists the command format and the right-hand column
defines the command values.
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Table 14. RATES Error Messgges

Message Description }
ILLEGAL COMMAND ; A command other than BUILD, PRINT, or END was entered in '
} response to a prompt for command input. Retype the commaunrd ;
ILLEGAL NUMBER A value entered in response to a BUILD commcnd prompt was :
nonnumeric or exceededeight digits. Retype the command if there i
is no other messoge f
LAST CHARACTER MUSST BE 0-7 The last charccher of a BUILD or PRINT command was not a digit i
in the range 0-7. Retype the command.
:RATE FILE DID NOT EXIST, BUT RATES created: the :RATE file with the default values given in ‘
HAS BEEN CREATED Figure 8. (This is not an error message. | !
‘ RETYPE COMMAND A value entered in response to u BUILD command was incoirech.

Retype the command. (RATES stores legal values that were input '
prior fo the incorrect value. ) ;

SORRY, YOU ARE NOT ALLOWED An attempt was made to access the RATES ProCessor v a user wiio
TO ACCESS THE :RATE F]“LE is not logged on with the name LBE under account : SYS !
b S - —— O e . *
UNEXPECTED 1O ERROR NO ‘ RATES encountered. an unexpected 1/O error whlle opening, |
UPDATING TOOK PLACE reading, writing, or closing the :RATE file. Call the RATES i
processor again, !
.

Table 15, RATES Command Summary

Command Description E
——i

-B[UILD] table

CPU TIME_ [value}

CPU TIME * CORE SIZE- [value]
TERMENAL INTERACTIONS: [value]
LOCALS [alue]

CONSOLE MINUTES  [value]

TAPES AND PACKS MOUNTED- {value]
PAGE - DATE STORAGE [value}
PERIPHERAL 1'O CARDS - PAGES [value]
EfND] -

P[RINT] table

| Prints the contents of the specnfred chorge rate table

Modifies the charge unit values in the specified charge rate table.
All values must be inthe range 0 < value < 99999999, If no value
is entered prior to a carriage return character, the currently stored

value is saved.

Although rate table entries are made for this item, charges to it w1
not recorded.

erfes fhe updcfed RA%E frfe and r turns control to FEL,

e U
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6. SYSTEM PERFORMANCE CONTROL

INTRODUCTION

CP-V hasa comprehensive set of performance measurement
and system control facilities. These facilities allow the
system manager to determine how the system is performing
and to adjust critical operational parameters to achieve
better performance.

The three processors that provide these facilities are briefly
described below and will be discussed in detail in later
sections of this chapter.

1. The Control processor allows the system manager to
display and modify certain system parameters so that
the system can be "tuned" to meet the needs of the
particular installation.

2. The STATS processor allows the system manager to dis-
play current statistical information about the system
and to collect a series of "snapshots" of statistical
information that provide a history of system operation.

3. The Summary processor enables the system manager to
obtain various types of statistical reports using the
information in the history files created by STATS.

DISPLAY ITEMS

Before discussing the three processors, certain groups of
display items should be described and listed. Several of
these display items are utilized in both Control and STATS
operations. There are other groups of display items that
are applicable to one processor only. Such items will be
discussed in the section about the particular processor.

The display items to be described here are control pa-
rameters, current values, and partition attributes.

A control parameter is a system parameter that can be
modified to tune the system (see Table 16). For example,
the maximum number of on-line users is a control parameter.
Changing its value may change average response time as
well as other performance characteristics.

A current value is a system parameter that reflects the cur-
rent state of the system and cannot be modified (see
Table 17). For example, the current number of 7-track
tape drives allocated to batch is a current value. A display
of current values renders a crude estimate of current utiliza-
tion of system resources.

Batch partition atiributes are system parameters and current
values that pertain only to a given partition. (Partitions
are described in this chapter in the section "Partition
Display and Definition Commands".) Certain attributes

define the conditions that a job must satisfy to run under a
given partition (see Table 18). For example, the maximum
amount of time a job may execute before termination is a
partition attribute. Partition attributes can also be thought
of as system resources that the partition can offer a job. If
a job requires greater or fewer resources than defined for a
given partition, the job may not be run in that partition.
Certain attributes reflect the current state of a partition
and may not be altered. For example, the account number
of the user currently executing in a given partition is such
an attribute.

CONTROL

The Control processor provides control over system perfor-
mance. There are a number of performance measurements
built directly into the system. Commands of the Control
processor enable the system manager to display these
measurements and to "tune" the system as needed by
setting new values for the parameters that control system
performance.

A user privilege of 80 is required for displaying information.
A privilege of BO is required for modifying the system
parameter limits found in Table 14. A privilege of CO is
required for modifying partition attributes.

Control may be run as a batch, ghost, or on-line job. Three
DCBs are used for input and output (M:SI, M:LO, and
M:DO). If run as a batch or on-line job, Control inputs
may be stored in a file which must be ASSIGNed (SET) to
the M:S1 DCB. Displays and reports may be output to a file
by reassignment of the M:LO DCB. Operator instructions
and error messages may be output to a file by reassigning
the M:DO DCB. A summary of default and possible DCB
assignments is given in Table 19.

In the batch mode, Control is called with the ICONTROL
card. Control commands are placed on cards, one per
card, anywhere within the first 37 characters of the card.

Control may be initiated as a ghost job by the operator
key=-in |GJOB CONTROL. Duringinitiation, if the standard
DCBs through which input/output occur have not previously
been assigned, Control sets the three DCBs through which
communication occurs (M:SI, M:LO, and M:DO) as follows:
M:SI = OC, M:DO =0OC, and M:LO = OC. Therefore, all
commands are input through the operator's console and out-
put occurs through the operator's console.

The Control processor is called on-line by entering CONTROL
as a TEL command. Control responds by typing CONTROL

HERE and then prompts for a command using a dash (=) as a

prompt character.
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Table 16, Control Parameters

Control System Minimum | Maximum
Name DEF Description Unit Value Valye
User Maximums
BUM S:BUAIS Maximum number of concurrent batch users. users 0 smurs-9
QUM-
S:GUAIS
OUM S:QUAIS Maximum number of on-line users allowed in the users 0 SMUIS-
system, BUM-~
S:GUAIS
Execution Control
BB SL:BB Batch bias. Zero indicates batch compute-bound tasks - 0 100
have less priority than on-line compute-bound tasks.
Nonzero indicates batch and on-line compute-bound
tasks have equal priority.
Pl SL:PI Priority increment (in units of 1/256) to be used for 1/256 0 255
increasing the priority of jobs bypassed by the multi-
batch scheduler.
QUAN SL:QUAN Time-slice by which compute-bound users are shared. msecs QMIN 5,000
QMIN SL:QMIN Amount of uninterrupted compute time guaranteed a msecs 0 10, 000
user after selection. @
SQUAN SL:SQUAN Amount of time a user is guaronteed core residency msecs 0 10, 000
before swap out.@
BPRIO SL:BPRIO Batch base execution priority, - x'co'® X'FF'Q@
OPRIO SL: OPRIO On-line base execution priority - x'co® X'FF'@
GPRIO SL:GPRIO Ghost base execution priority - x'co@ X'FF@
/0O Control
BXMF SL:BXMF Maximum number of concurrent 1/ O functions per numeric | BIMF 255
batch user. If exceeded, the user is blocked.
BIMF SL:BIMF Lower threshold value for number of concurrent /O numeric | 0 BXMF
functions per batch user. When number of functions
drops below this value, the user is unblocked.
OXMF SL:OXMF Maximum number of concurrent 1/O functions per numeric | OIMF 255
on-line user. If exceeded, the user is blocked.
OIMF SL: OIMF Lower threshold value for number of concurrent 1/O numeric | O OXMF
functions per on-line user. When number of functions
drops below this value, the user is unblocked.
T8 SL:TB Number of characters at which to block terminal chars, UB 256
output. @
uB SL:UB Number of characters at which to unblock terminal chars, 1 8
oufpuf.@
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Table 16, Control Parameters (cont. )

Control System Minimum | Maximum
Name DEF Description Unit Value Value
1/0O Control (cont. )
ONCB SL:ONCB Maximum number of COC buffers allowed per user. buffers 2 255
OLTO SL:OLTO Log-on time out, minutes | 1 2161
QoITO SL:OITO Terminal input time out. minutes | 1 216
RAM SL:RAMR Maximum number of concurrent read-ahead numeric |0 RASIZE
operations.
RATO SL:RATOR Time after which a read-ahead operation will be msecs 0 32,767
aborted.
Exit Control Processing Limits
ETIME SL:ETIME Maximum exit control execution time allowed. seconds | O 2314
ELO SLELO Additional number of processor pages that may be pages 0 32,767
listed through the M:LO DCB after exceeding the
batch or on=fine limit,
EPO SL:EPO Additional number of object records that may be out- records | O 32,767
put after exceeding the batch or on-line limit.
EDO SL:EDO Additional number of pages of diagnostics that may pages 0 32,767
be listed after exceeding the batch or on-line limit.
EUO SL:EUO Additional number of pages of user output that may pages 0 32,767
be listed after exceeding the batch or on-line limit.
ETS SL:ETS Additional amount of temporary disk storage allowed granules | O 65,535
after exceeding the batch or on=line limit.
EPS SL:EPS Additional amount of permanent disk storage allowed granules | O 65,535
after exceeding the batch or on-line limit,
Resource Limit Control
Tres® SH:RTOT Total resource available for all jobs. @ 0 System
Capability
BTres® SH:RBSUM Total resource available for all batch jobs. Q@ 0 SH:RTOT
OTres® SH:ROSUM Total resource available for all on-line jobs. 9] 0 SH:RTOT
GTres® SH:RGSUM | Total resource available for all ghost jobs. o 0 SH:RTOT
BCres® SH:RBCU Current value of a resouce allocated to allbatch jobs. Q - -
OCres® SH:ROCU Current value of a resource allocated to all on-line Q - -
jobs.
GCres® SH:RGCU Current value of a resource allocated to all ghost Q - -
jobs.
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Table 16. Control Parameters {cont.)

L3
Control System Minimum | Maximum
Name DEF ~ Description Unit Value Value-
Resource Limit Control (cont.) -
BMres® SB:RBMX Maximum value of a resource that can be requested 1%/] 0 SH:RBSUM
by a batch job.
OMres@ SB:ROMX Maximum value of a resource that can be requésted by o 0 SH:ROSUM
-~an on-line job. This value is not used at present.
GMres® SB:RGMX Mcximum value of a resource that can be requested by @ 0 SH:RGSUM
a ghost job. This value is not used at present.
BDres® SB:RBDF Default value of a resource that is allocated to a @ 0 $B:RBMX
batch job.
ODres@ SB:RODF Default value of a resource that is allocated to an Q 0 $B:ROMX
on-line job.
GDres® SB:RGDF Default value of a resource that is allocated to a @ 0 SB:RGMX
ghost job.
Service Limit Control
BMserv® SL:BMX Maximum value of a service that con be requested ® 0 32,767
by a batch job.
OMserv® SL:OMX Maximum value of a service that can be requested ® 0 32,767
by an on-line job.
GMserv® SL:GMX Maximum value of a service that can be requested ® 0 32,767
by a ghost job.
BDserv® SL:BDF Default value of a service that con be assigned to ® 0 SL:BMX
a batch job.
ODserv® SL:ODF Default value of a service that can be assigned to ® 0 SL:OMX
an on-line job.
GDserv® SL:GDF Default value of a service that can be assigned to ® 0 SL:GMX
a ghost job.
Symbiont and Special Feature Limit Control
BDfa® S:SYMDSB Default authorization of asymbiontdevice or aspecial - 0® 1©
feature for a batch job.
ODfa® S:SYMDO Default authorization of a symbiont device or a spe- - 0® 1©
cial feature for an on-line job.
GDfc® S:SYMDG Default authorization of a symbiont device or a spe- - 0® 10
cial feature for a ghost job.

@ If this value is greater than QUAN, QUAN is assumed by the system,

SMUIS is the maximum number of users (sum of SYSGEN parameters MAXB, MAXO, and MAXG).

Execution priorities are inversely related to numeric value. That is, X'FF' is the lowest execution priority and X'CO'
is the highest execution priority. X'BF' through X'00' are reserved for real-time processing.
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Table 16. Contro! Parameters (cont.)

® TBis the number of characters at which the user is swapped out to the swapping disk.
® UB is the number of characters at which the user is swapped back into core memory.
® This is a generalized format, where "res" is replaced by one of the two-character resource names defined on the :RES
command at SYSGEN. Standard, SYSGEN default, resource names are
CO - core 7T - 7-track tapes
9T -~ 9-track tapes SP - disk pack spindles
@ Unit depends on the particular resource. Units for standard resources are "tape drives" for tapes, "spindles" for disk
packs, and "K words" for core.
® This is a generalized format where "serv" is replaced by one of the two- or four-character service names. The service
names are listed in Table 6.
® Unit depends on the particular service. The units are indicated in the descriptions of the services in Table 6.
This is a generalized format where "fa" may be replaced by the 2-character name of a symbiont device (i.e., the de-
vice type) or by the 2-character identifier of a special feature defined at SYSGEN by the :FAUTH command {e.g.,
EQ for the enqueue/dequeue feature). ‘
©® The value 0 indicates that the symbiont device is not authorized. The value 1 indicates that the symbiont device is
authorized.
Table 17. Current System Values
Control System
Name DEF Description Units
BCCO SH:RBCU Current core size allocated to concurrent batch users (whether occupying K words
memory or swapped out).
BC7T SH:RBCU Current number of 7-track tape drives allocated to all batch users. 7T drives
BC9T SH:RBCU Current number of 9-track tape drives allocated to all batch users. 9T drives
BCSP SH:RBCU Current number of disk pack spindles aflocated to all batch users. spindles
oCc7T SH:ROCU Current number of 7-track tape drives allocated to all on-line users. 7T drives
oCoT SH:ROCU Current number of 9-track tape drives allocated to all on-line users. 9T drives
OCsP SH:ROCU Current number of disk pack spindles allocated to all on-line users. spindles
uc S:CUIS Current number of users in the system, users
BUC S:BUIS Current number of batch users in the system. users
ouc S:OUIS Current number of on-line users in the system. users
GuUC S:GUIS Current number of ghost users in the system. users
GUM S:GUAIS Maximum number of ghost users allowed in the system. users
UM SMUIS Maximum number of users allowed in the system. users
GCCO SH:RGCU Current core size allocated to ghost users (whether occupying core memory K core
or swapped out).
GC7T SH:RGCU Current number of 7-track tape drives allocated to all ghost users. 7T drives
GCoT SH:RGCU Current number of 9-track tape drives allocated to all ghost users. 9T drives
GCSP SH:RGCU Current number of disk pack spindles allocated to all ghost jobs. spindles
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Table 18, Multi-Batch Partition Attributes

e

Control | System Display Minimum | Maximum

Name DEF Only Description Units Value Value

TIMEQ | PLH:TL Minimum job execution time for jobs to be minutes 0 PLH:TU
selected for this partition.

TIMEQ | PLH:TU Maximum job execution time for jobs to be minutes PLH:TL 32,767
selected for this partition.

QUAN | PLH:QN Time=slice for this partition. msecs. 0 5,000

ACCT® PLD:ACT X Account number of job currently executing EBCDIC - -
in partition.

cwR®  |PLH:CR | X Number of jobs that have been run under iobs 0 32,767
current definition of this partition. @

ToL® PLH:TOL X Total number of jobs run under this partition | jobs 0 32,767
since system startup.

HOLD PLH:FLG® Core residency control flag. 1 — hold job boolean 0 or 1 or
incore. 0 — allow swap out. 'NO! "YES!

Lock® | PLH.FLG Partition selection lock flag. 0 — select boolean 0 or 1 or
jobs for this partition. 1 — lock partition 'NO' '"YES!
from further selection.

USER PLB: USR X ID number of user currently executing in hexadecimal | O X'FF!
partition.

spQ@ PLB:MAX® Maximum number of spindles that may be spindies 0 SB:RBMX
used for selection under this partition,

71® PLB:MAX Maximum number of 7~track drives that may 7T drives 0 SB:RBMX
be used for selection under this partition.

910 PLB: MAX Maximum number of 9-track drives that may 9T drives 0 SB:RBMX
be used for selection under this partition.

co® PLB: MAX Maximum size of core that may be used for K words 0 SB:RBMAX
selection under this partition.

sp@ PLB:MIN Minimum number of spindles that may be spindles 0 PLB:MAX
used for selection under this partition.

710 PLB:MIN Minimum number of 7-track drives that may 7T drives 0 PLB:MAX
be used for selection under this partition.

910 PLB: MIN Minimum number of 9-track drives that may 9T drives 0 PLB:MAX
be used for selection under this partition.

co® PLB:MIN Minimum size of core that may be used for K words 0 PLB:MAX
selection under this partition. »

© TIME, 7T, 9T, SP, and CORE specify upper and lower resource limits for the partition and are displayed as a range

when the resource name is referenced.

©® © © 6

ACCT, CUR, TOL USER may be displayed but not modified.
Not including the currently executing job.

Bit 0 of PLH:FFLG is the HOLD flag and bit 15 is the LOCK flag.
PLB:MAX and PLB:MIN are sets of parallel byte tables,
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Table 19. Control DCB Usage

On-line Batch Ghost
DCB
Default Assigned Default Assigned Default Assigned
M:SI User Console File Card Reader File, 7T, 9T, or Operator -
(UC) (CR) Labeled Tape (LT) Console (OC)
M:LO | User Console File, 7T, 9T, Line Printer File, 7T, 9T, or Operator -
(UQ) Labeled Tape, or (LP)t Labeled Tape (LT) Console (OC)
Line Printer (LP)!
M:DO | User Console File Line Printer File, 7T, 9T, or Operator -
(UC) (LP) Labeled Tape (LT) Console (OC)

"If control display output through the M:LO DC

B is directed to the line printer, when the user ends his control session
(with an END command), a super-close will be effected, closing the cooperative and outputting the display.

Example:
1CONTROL *.
CONTROL HERE

All examples of Control commands are written for the on-

fine mode.

CONTROL PROCESSOR COMMANDS

Commands provided by the Control processor fall into four

categories. They are

1. System Parameter Display Commands

ADD

DROP

LIST
CONTROL
CONTROL!

name
2. Control Parameter Assignment Command

name = value

3. Partition Display and Definition Commands

ADD

DROP
PARTITION
DISPLAY n

n attribute

n attribute =value

STORE
CLEAR

BREAK (i.e., -

END

4. Miscellaneous Commands

QUIT
PROCEED

BREAK (i.e.,

END
TIME

The ADD, DROP, BREAK, and END commands appear
twice in the list because there are two command levels
in the Control processor and the functions of these two
commands depend upon the command level at which they

are given.

The two command levels are the control command level and
the PARTITION sub-command level. The control command
level permits execution of all system parameter display
commands, the control parameter assignment command, the
miscellaneous commands, and the PARTITION command.
Initial entry into the Control processor is at this level. The
PARTITION command invokes a sub-command level which

permits execution of only the partition display and defini-

tion commands.

The Control processor prompts for commands at the control
command level with a dash (=) and prompts for commands

Control
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at the subcommand level with a 'greater than' (>) charac-

ter. The ADD and DROP limited subcommand level prompts

with a period (.). .
For ali Control commands, only the first two letters of
the command are significant. For example, the following
are equivalent:

-ADD '

-AD &

-ADXYZ

-ADD ITEMS TO PRINT LIST &

The commands will be discussed in the order in which they
were listed above.

SYSTEM PARAMETER DISPLAY COMMANDS

ADD This command turns on the print flags for the
specified items. The format of the command is

-AD(D]

- item

~item

.item

where item is one of the control names or current values
listed in Tables 16 and 17. The command is terminated by
entering a - alone after a prompt for input. If 'ALL' is
specified, all print flags will be turned on.

In the following example, the print flags for two control
parameters, QMIN and OM7T, are turned on:

-ADD -
LQMIN -

SOM7T

The ADD command enables the user to select a group of
parameters to be displayed whenever the display command
CONTROL is given. (Other display commands allow the
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user to display all of the parameters or a single specified
porameter. )

DROP The DROP command turns off the print flag for the
specified items. The format of the command is

-DR [O P]
_._i tem

. item

. item

where item is one of the control names or current values
listed in Tables 16 and 17. If 'ALL' is specified, all print
flags will be turned off. The command is terminated by
entering a ) alone after the prompt for input.

In the following example, the print flags for two control

parameters, QMIN and OM7T, are turned off:
-DROP @
LQMIN

. OM7T 9

)
wee

LIST This command lists the names of all items (from the
group in Tables 16 and 17) with their print flags on. It can
be used to make certain that a series of ADD and DROP
commands had the desired effect. The format of the com-
mand is

LI(sT]

Example:
:DROP et

SALL w0



-LIST @
QUAN

BCSP

In this example, the first LIST command lists no items since
the print flags for all items were turned off by the DROP
command. The second LIST command lists QUAN and BCSP
because their print flags were turned on by the ADD com-
mand but not turned off by the subsequent DROP command.

CONTROL This command displays all control parameters
and current values with their print flags on. (The con-
trol parameters and current values are listed in Tables 16
and 17.) The format of the command is

CO[NTROL]
Example:
-DROP

LALL @

- ©

-ADD ®

.OMCO ®

-OUM ®
- ®

-CONTROL ®

MAX ONLINE JOB RSRCE MCO = 32

MAX # ON-LINE USERS (OUM) = 32

Due to the carriage width limitation of most terminal devices,
only four decimal digits of the parameter may be printed

with the parameter description. If more decimal digits are
required, four asterisks will be printed after the equal sign

to indicate overflow. The parameter value will then be
automatically displayed as a single parameter display.
Currently, control parameters do not require more than four
decimal digits, but new values may be added in the future.

CONTROL! This command displays all control param-
eters and current values whether or not their print flags are
set. (The control parameters and current values are listed
in Tables 16 and 17.) The format of the command is

CO[NTROL]!

Only the first two characters and the exclamation point are
necessary.

The display prints out in the format shown in Figure 9.

name Single control parameters and current values may
be displayed by entering their control name as a command.
(The control parameters are listed in Table 16 and the cur-
rent values are listed in Table 17.) All characters of the
name must be entered.

Example:
-BTCO &
BTCO =63

CONTROL PARAMETER ASSIGNMENT COMMAND
name = number The value of a specified control param~-
eter can be set by this command. The format of the com-

mand is

name =number

where
name  is one of the control parameter names in

Table 16. (The current values listed in Table 17
can not be modified. )

number is an unsignea integer in the range for the
name.

All characters in the name must be entered. Note that no
blanks are allowed.

Example:
-QUAN =450 ©
-QUAN @
QUAN =450
In this example, the value of the control parameter QUAN

is changed to 450 and displayed.
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Control

MAX #USERS N SYS (LM)a 41 CURRENT # USER [N dYS (UC) s 3
MAX # BATCH USERS {BUM) s i CURRENT # BATCH USERS (BUC)s 0
MAx # ONLINE USERS (8UM) s 15 CURRENT # ONLINt USERS (BUC)s 1
MAX # GHBST JOBBS (GUM) = 15 CURRENT # GMBST JBBS (GUC) = 2
BATCH BlAS (BB)s 5¢C MSEC BNLINE GUANTUM (QUAN)s 300
PRIBRITY INCREMENT (F1)a o} BNLINE MINIMUM WUAN (AMIN) = 10
MAX BATCH 1/8 CBUNT (BXMF ) a ] MAX BNLINE J/8 CBUNTY (BXMF )= 9
MIN BATCH 1/68 CBUNT (BIMF) = 1 MIN BNLINE I/8 CHUNT (BIMF)s 1
ELIM DEFAYLY = FSTOBRE (EFS)s 100 MSEC CORE-RESIDENCY (SQUAN)s 300
ELIM DEFAULT « TIME (ETIME)S 30 LBG=BN TIME=8UT (BLT8)s 15
gLIM DEFAULTY » LB (ELB) = ic TERM INPUT TIME«BU! (8I178)s 30
ELIM CEFAULT » P8 (EF8)s 50 # CHARS TERMINAL BLB(K (TB)s 200
ELIM CEFAULT « D8 (EDB) o 10 # CHARS TERM UNBLBCLK (UB) = 14
ELIM DEFAULT « UB (EUB) s 10 MAX # (BC BUFS/USEK (BNCB) = 15
ELIM DEFAULT » TSTBRE (ETS)s 64 BASE EXEC PRIOG-BATLH (BPRIB)® 254
BASE Ext( FRIBGNLINE(BPRIB), 254 BASE EXEC PR]B8«LHOST (GPRIB)s 254
MAXIMUM™ # READeAMEADS (RAM)« C READ=AHEAD TIME=H8UIS (RATH)s 46
MAX # AJR ENTRIES (AIRM) & o] AIR TIME=BUT (AIRT8)= 3840
SYSTEM TBTAL RESBURCE CH 832767 SYSTEM TBTAL RESOUNKCE 9T a 4
SYSTEM TBTAL RESOURCE 77 .- 1 SYSTEM TBTAL RESOUNCE SP s 3
SYSTEM TBTAL RESBURCE BT s 4 TOTAL «GHOST+ KSRLE TCO 832767
TETAL sGMHBSTs RSRCE 7197 = & TOTAL «GHBSTs RSRCE T77 = 1
TOTAL #*GHOST+ RSRCE TSP = 3 TOTAL »GHOST« RSRCE TBT s 4
CURNT #0OmBST® KSkCE CCB . 0 CURNT #GHBST» KsRLE Cot . 0
CURNT *UGMUST+ KSKCE 7T = C CURNT #GHBST« KSRWE (CSP » 0
CURNT #ambsT# RSKCE CBT - C MAX GHBST  JEeB WSRLE  MCB s 255
MAX G851 B8E RSKCE Mgy . 4 MAX GHBST JBB RSRLE M7T L] 1
MAX GROST JBec RSKRCE MSP s 3 MAX GHBST J9B K3RLE MBT = 4
DFT GRBSY BB RSKRCE DCB s 255 oF T GHBST  JsB KSRLE D97 . c
DFT GmbsT UBE KSKCE D77 = 1 DFT GHBST JoB KgRLE LUSP - 3
DFT G851 U8k RSKCE CHEY > 2 TBTAL #BNLINp# RSRLCE TCH = 200
TETAL #ONLINE®* RSKRCe 79T s 3 TOTAL #ONLINL® RSRLE  T77 = 1
TOTAL ®#OUNLINE® KSRCE TSP = 3 TRTAL #BNLINE#* RSRLE 18T s 3
CURNY #UNLINE# KSKRCE (CCB s C CURNT «BNLINC# KSRLE (97 = 0
CURNT #ONLINE® KSKCE C7T7 Py C CURNT #8nNLINg#* KSRLE  (SP ] 0
CURNT #UNLINE®* RSkCp CBT = o] “ax BNLINE JsB R3RUE MCH ] g2
MAX BNLINE _B8& RSkLE mM9T = 3 MAX BN INE JtB KSRLE M7T . 1
MAX BNLINE 9B RSK(g MSP . 2 MAX BNLINE JAB KSRLE  MBT . 3
DFT BANLINE BB KSKCE DC8 s 32 DFT BNLINE J8B R3SRLE  U9r . o]
DFT BNLINE UBE KSKCE [7T - o) DFT ONLINE J98 KRSRLE pSP s 0
DFT BANLINe 8b RSKCE DOBT - C TBTAL #BATCH» WRSRULE TCH s 800
TOTAL ®EATCH® RSKCE T9T s o TOTAL *BATCHs KRSRCE T77 L b
TETAL #cATCNe KSKRCE TSP s 3 TUTAL #*BATCH» RKRSRLE TBT . 4
CURNT #EATCHe KSKCr CCB s C CURNT #BATCHs RoRUE C9YT . 0
CURNY #DATCH® RSKCE C77 = 0 CURNT #BATCH» KSKGE (CSP ] 0
CURNT #pATCHs KSKCE CBT s o] MAX BATCH J3B KSRULE MCs ) b4
MAX BAT(H Bk KRSKCE M9T = 4 MAX BATCwM U8B KSRLE  M77 = 1
MAX BATCH BB RSKCE MSP s 4 MAX BATCH JBB KSRLE  ~MBY » 4
DFT BATCKW 8% RSKCE DeH . 32 OFT BATCH  JBB KSRLE L9IT = 0
DFT BATCH Bk RSKCE D77 . o OFT BATCR  JHB KRSRLE  CSP s o}
DFYT BAT(~ 32 KSRCE DBT s o) MAX GHOST J3B SkVLE MTIME s 9999
MAX GRUST JBE SRV(LE ML8 = 9999 MAX GHOBST JR3 SKRVLE MPY s 33999
Max GrBST  _BH SRVCE MUB = 9993 MAX GHUST U888 SkVLE  MUB * 9999
MAX GROST U8B SRVCE MPST® « 1000 MAX GHMST J2B SKVLE  MTSTS = 10CO
MAX GRUST 8z SRVYCE MFPBB . 6 MAX GHOST  JAB SKRVCE  MTDIS 332767
MAX GrH¥ST L8k SRVCE MPDIS L32767 OFT GHBST  JUAB SKVLE UOTIME s 9999
OF T GRYST U8k SRYCE DLA = 3999 SFT GHBST U8 SRVLE (P8 s 9999
DFT GmE8ST 8% SRVCE D08 s 9999 NFT OGWBST U8B SRVLE  UUg s 9999
DF YT GR8ST 8 SRVCE DPFSTE « 64 FY GHBST  JUBB SRVLE DTSTE = 64
DFT Gm8ST BB SRVCE DFPEB8 6 OFT GHUST  J9B SKRVLE DTUIS =32767
OFT GmB3ST _Bm SRVCE OFDIS 32767 AX GNLINE JRB SnVLE MTIME s 9999
MAX BNLINE JBE SRVYCE MLB s 9999 MAX BNLINE J9B8 SKRVLE MP8 s 9999
MAX BNLINE _U8d SRVCE MUB s 3993 MAX BNLINE JBB SRVLE  MUB = 93999
MAX ONLINL UB3 SRVCE MPSYB® s 1000 MAX BNLINE JBH SRVLE MTSTH s 1000
MAX ONLINE U8Bk SRYCE MFPES o 18 MAX ONLINE JBB SKVLE MTDIS =32767
MAX ONLINE LB SRVCE MPDIS .32767 DFT ONLINE JBB SRVWE CTIME » 9999
OF T BNL N BB SRVCE DLB s 9999 CFT UANLINE U8B SRVLE ODPB 5 9939
OFT BNLINE UBEB SRVCE DULB s 9935 CFT BNLINE JoB SRVLE DUS s 9999
DFT BnLing LBt SRVCE [CPSTO « be DFT BNLINE J8B SRVLE DTSTO 64
Figure 9. Example of a CONTROL! Display




DFT ONLINE JBEB SRVCE DOFPE8 o DFY BNLINE JBB SRVLE DLTDIS 32767
DFT ONLINE OB SRVYCE DPDIS =3276&7 ~AX BATCH J9B SKRVLE MTIME = 999
MAX BAT(H JBB SRVCE M_® s 9999 MAX BATCH JBB SRVLE MPB s 3999
MAX BATCW U8B SRVCE MD® s 9999 MAX BATCH JBB SRVLE MUB s 9999
MAX BATCLH BB SRYCE MPSTB » 1000 MAX BATCH J9B SRVLE MTSTE = 1000
MAX BAT(H JBB SRVCE MFPOO 18 MAX BATCH JEBB BRVLE MTpIS =32767
MAX BAT(LR JBE SRVCE MPDIS ,32767 DFT BATCH JBB SRYLE UTIME = 5
DFT BATUW J®E SRVCE DLG® s 9999 NFT BATCH J98 SRVLE OPe# s 999
DFT BATULW OB SRvVCg DC8 s 9999 DFT BATCH JBB SRVLE DUB s 9999
DFT BATCK Bt SRVCE DPSTO = 6h DFY BATCW JOB SRVLE DTST8 = Y
OFT BATLK 8B SRYCE DOrPBO » 4 DFT BATCH JY9B SRVLE DTLIS =32767
DFT BATCH JBB SRVCE DPDIS 32767 SYM/FAUTK DFT GHEST DCR . 1
SYM/FAUTH CFT GHOST DLP . 1 SYM/FAUTH DFT GHOSI pee . 1
SYM/FAUTH CFT GHBSY JEQ s 1 SYM/FAUTH DFT GHEST DX X . {
SYM/FAUTH CFY GHOSTY DRpP . b SYM/FAUTK ULFT BNLINE OCR . 1
SYM/FAUTH DFT SNLINE DLP . 1 SYM/FAUTH DFT BNLINE DCP s 1
SYM/FAUTK CFT BNLINE DEQ N 1 SYM/FAUTH DFY BNLINE  DXX . b
SYM/FAUTH CFT BNLINE DRP . { SYM/FAUTH DFT BATCH OCR ) 1
SYM/FAUTK CFT BATCH oLP . 1 SYM/FAUTH DFT BATCH occe . 1
SYM/FAUTH CFT BATCH DEQ N 1 SYM/FAUTH DFT bBATCH uxx = i
SYM/FAUTH CFT BATCH DRP - 1
Figure 9. Example of a CONTROL! Display (cont.)

PARTITION DISPLAY AND DEFINITION COMMANDS

The CP-V mulfi-batch partition system was designed to
maximize utilization of the system'sresources. Job through-
put is dependent upon the efficiency with which system re-
sources (i.e., core, tape drives, disk pack spindles, etc.)
are utilized. A crude measure of efficiency is the percent~
age of time that each device and the CPU are busy for
a given work load over a given period of time. Effi-
ciency goes up and throughput increases when the resource
utilization is greater for a particular work load and time
sample. For a varying work load, however, high through-
put will not always result from simultaneously high usage of
all system resources.

Greater efficiency may be realized by overlapping 1/O
functions. One method of accomplishing this is to allow
several jobs to reside in core concurrently, each receiving
a time slice. If the currently executing job issues an 1/O
call that causes physical 1/O to occur, its quantum isended
and another job is scheduled and begins execution (i.e., it
receives the usage of the CPU resource). Thus, two system
resources, the 1/O device called by the first job and the
CPU, are now being utilized concurrently. It is easy to
extrapolate from here to visualize several tape drives, a
RAD, a disk pack, two line printers, and a card reader all
operating simultaneously. The cost of achieving this over-
lap is, of course, more core since it is required for all pro-
cessors whether 1/0O-bound or CPU-bound.

However, resource overlap will not occur if, say, three
compute-bound jobs are scheduled for execution concur-
rently. Eachjobwill, in turn monopolize the only resource
all three need (the CPU) while other resources stand idle. This
is why the Multi-Batch Scheduler (MBS)isneeded. Oneofthe
main functions of MBS is to schedule jobs for concurrent execu-
tionso that they utilize asmany resources as possible, and not
to schedule jobs that will vie for asingle resource, which would
cause one or the other to occupy available core space (itself a

resource) while waiting for a resource tobe freed. ' Ideally,
a multi-batch scheduler would schedule a compute-bound
job with several 1/O bound jobs and would let the compute-
bound job take up the CPU slack while the others wait for
1/0 to complete.

Thus far, the discussion of batch system performance has
approached the subject of resource optimization based on
only one criterion — gross work accomplished per time unit.
If the total system work done over, say, a twenty-four hour
period were the only consideration, the discussion might
stop here. However, all installations have unique user re-
quirements and operational procedures, and diverse machine
configurations. Consequently, there are certain additional
criteria on which system performance must be judged. These
criteria might be termed operational considerations and
with each of them is associated a priority that is higher than
the one assigned to raw throughput.

A hypothetical illustration of an operational consideration
might be an installation that has a system configuration
utilizing six tape drives. Experience at this installation
has shown that when a set of jobs that uses all drives comes
up for execution, it is all the operator can do to mount and
dismount the required tapes and respond to the messages that
appear on the operator's console. Also, it is known that
between the hours of 3:00 and 4:00 p.m. an inordinate
number of small listing jobs are submitted for processing.
Those jobs normally occupy the operator's entire time in
separating the output. Therefore, the installation manager
may wish to block execution of either the job set requiring
six tape drives or the listing jobs between the hours of 3:00
and 4:00 p.m. A more common situation would be one in
which an installation must guarantee fast turnaround on jobs

f . . e
MBS selects for execution the job with the highest priority
and the longest time in the queue for which system resources
are available.
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of short duration that use minimal resources while jobs of
long duration or those that use tape drives and private disk
packs must be given a smaller share of the CPU time until
the fast turnaround jobs are run. Both of these examples
illustrate an important principle that emerges as a con-
sequence of tempering raw throughput with operational con-
siderations — submitted jobs must have attributes defined
interms of necessary maximum resources to run the job.
This is necessary so the system may identify those attributes,
categorize the job, and schedule it to be run so as to satisfy
the operational considerations while guaranteeing maximum

throughput.

Job attributes that are recognized by the Multi-Batch Sys-
tem are listed in Table 20. Those atiributes that are used
by the scheduler in determining when the job will run are
indicated by a footnote.

It is the responsibility of the user to specify the attributes
of his job on the LIMIT command so that his job will not
be scheduled for execution in the same manner as one re-
quiring a greater slice of the system's resources.

The system manager is able to allocate the resources of his
system to jobs with certain attributes by defining batch
partitions under which diverse categories of jobs may run.
‘A parfition is a collection of ranges of job attributes. In

some systems, a partition is defined as a fixed, oddressable
area of gore in which jobs with certain attributes ‘may run.
Partitions in CP-V are not that type. No physical system
resources such as core, spindles, or tape drives are per-
manently allocated to a partition. All jobs executing in
any partition draw their physical resource requirements
from a common pool without regard to the partition under
which they qualified for execution except that the numeric
limits that pertain to that partition will apply. A list
of attributes that comprise a partition may be found in
Table 18.

When a partition does not have a job scheduled for it,
the scheduler looks for qualified jobs for that partition and
selects ‘the one with the highest priority and the longest
time in the queue of jobs waiting to be executed. Once
in the system, the job may use any of the physical resources
up to the limits assigned to its partition or (if the option
was not specified) those specified on the LIMIT cerd.

In summary, partition definitions are o primary factor in
the job selection process. The system manager may direct
the power of his system to the categories of jobs he so
chooses by means of those definitions.

Partition attributes are initially specified on the :PARTI-
TION command of PASS2 in SYSGEN. A maximum of

Table 20. Job Resource Attributes

Attribute @ Description Units
CORE®@ Maximum core size required by job. K words
TIME®@ Maximum time that the job will require to execute, minutes
9T@ Maximum number of 9-track drives that the job will require, 9T drives
7T® Maximum number of 7-track drives that the job will require. 7T drives
sp@ Maximum number of disk pack spindles that the job will require. spindles
Résource name @ Maximum amount of resource that the job will require. -
ORDER®® . All previously entered jobs with this account must run prior to this job, -
MOUNT®@ Specifies which packs or tapes must be premounted. © numeric
ACCOUNT® Specifies no other job with this account may run concurrently, © -

@ Afttributes are specified on the LIMIT command and the IPOOL and FPOOL commands,

@  Attributes used by the MBS in selecting jobs for execution.

@ Resource name is specified on the :RES command at SYSGEN,

@ NORDER indicates job is not order-dependent.

©  Serial numbers are specified. Disk pack must be declared for shared or exclusive use.

® Eliminates file-contention problems.
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16 partitions may be defined for any system. It is recom-
‘mended that 16 partition definitions be generated for all
systems unless core memory is a serious consideration,
This will provide a variety of job attribute classifications
and those partitions in excess of the operational number may
be locked from use (see LOCK, Table 18).

In a time-sharing/batch processing system, emphasis may
be given to batch processing by opening up more partitions.
However, it should be noted that CP-V is a queue-driven
system and tasks are selected fromprioritized queves with-
out regard to the source of the request (i.e., on-line,
batch, or remote batch). When there is a heavy on-line
user load, as the number of batch partitions increases, the
number of compute bound tasks increases and each receives
a small fraction of the CPU time. This means that batch
jobs will be able to get more CPU time because of larger
quanta assigned to the batch partitions. This will not make
a significant dent in on-line response time because inter-
active requests have a higher priority than compute bound
jobs. More attention may be given to certain categories of
batch jobs by increasing the number of partitions suitable
for them. Note that when new partitions are opened up,
BUM (Table 16) must be increased because it acts as a limit
on the number of batch users. BUM may be greater than or
equal to the number of open partitions without any adverse
affects on performance, but if it drops below the number of
open partitions, it will be the constraint on the number

of jobs executing rather than the number of open partitions, .

Partition definitions may be altered or displayed using Con-
trol. Since the definition tables are fixed-length once
created by SYSGEN, additional partitions may not be
created and existing partitions may not be deleted. How-
ever, existing partitions may be completely redefined or
locked from further use. A description of the Control par-
tition display and definition commands follows.

PARTITION This command passes execution control to
the Partition sub-command level. It opens the partition def-
inition tables for display if the user has a privilege level
of at least 80, and for definition and display if the user has
a privilege level of at least CO. This command must be

given before any other partition-associated commands will
be honored. Once given, no Control commands other than
partition associated commands will be recognized until the
BREAK key is depressed or an END command is issued. The
Control partition definition stack (but not the partition
definition tables) is cleared. This stack will retain any
definitions subsequently specified until another PARTITION
command is issued. The format for the command is

PA[RTITION]

Control then prompts for partition associated commands.
An example is given in Figure 12, Example of Partition
Commands.

DISPLAY n This command displays all of the attributes
of partition n except for the account number of the job
currently executing under the partition definition and the
ID number of the current user. (Terminal page-width was
the limiting factor. These parameters may be displayed

by the "n attribute" command.) The format of the com-
mand is

DI[SPLAY]

n

n- n]
ALL
where

n is the number of a valid batch partition (1-16).

n-n is a range of batch partition numbers.

ALL specifies that the attributes of all partitions

are to be displayed.

In the example Figure 10, the attribute ranges of parti-
tion 1 are displayed. Any job requiring a tape or disk pack
tape drive would not be able to run under this partition's
definition. Jobs selected for this partition are to be held
in core, if possible, rather than being swapped out.

>DISPLAY 1 ¢

PART TIME QUAN LOCK HOLD CUR TOL CO 7T

1 1-5 2000 NO YES 1

v

10 0-15 0-0

0-0 0-0

Figure 10.

Example of the DISPLAY Command
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n atfribute Single attributes for a specified partition
may be displayed by using this command. The format of the
command is

n
n - nfattribute
ALL

where
n is the number of a valid batch partition (1-16).
n-n is a range of batch partition numbers.

ALL specifies that the atiribute is to be displayed
for all partitions.

attribute specifies the name of an attribute (see
the Control Name column of Table 18), All
characters of the name must be entered.

Example:

>12 QUAN -
12 QUAN = 400

In the above example, the value QUAN for partition 12 is
displayed.

Example:
>ALL 7T
27T =0-1
377 =0-2
477 =1-2

>

For this example, the permissible range for 7-track tape
drives requested by the user is displayed for partitions 1-4,
(There are only four partitions in the particular system.)

n attribute = number The value of an attribute for a
specified partition may be set by performing a sequence of
two commands. The first, described here, is known as
the set command, The second is the STORE command
which is described below. The format of the set command
is given below. Note that the only blank allowed is
between the n and attribute specifications,

n .
n - n} attribute number
ALL
where
n is the number of a valid batch partition (1-16),
n-n is a range of batch partition numbers.
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ALL specifies that the gttribute is to be set for all
partitions.

attribute specifies the name of an attribute, (See
the Control name column of Table 18.) All char-
acters of the name must be entered.

number specifies the new value or range of values
for the attribute and must lie within the permissibie
range of values for the attribute (see Table 18).

The set command causes the value indicated by "number™ to
be stored temporarily in the partition definition stack. The
STORE command causes the valyes in the partition definition
stack to replace their corresponding values in the: partition
definition tables. (This point will be discussed furfh‘gr_, after
the STORE command is described.) Any other partition
commands may be issued between the set and STORE com-
mands, including BREAK and PROCEED. However, execu-
tion of the CLEAR, STORE, QUIT, and END commarij?s’
causes the partition definition buffers to be cleared and all
previously set values to be lost.

An example of the set command will be given in the

example for the STORE command.

STORE This command causes the resultant values of all
previous set commands (see "n attribute =number") to be
entered into the partition definition tables from the parti-
tion definition stack and clears the partition definition
stack. The format of the command is
ST[ORE]
Example:
>55p @
55P-0-2
>5 SP=2-2
5P =
5SP=0-2
ESTORE e
VALUES STORED
>5 5P -
55p=2-2
Z
In this example, the spindle range for partition 5 is dis-
played and a new spindle range is set. On subsequent
display, however, the original spindle range remains un-

changed because the new value has not passed from' the
partition definition stack to the partition definition tables.



e STORE command finciizes the previcus set command
by entesing 1 range of 0-2 into the spindle attribute of
the parritine 5 tetvie entries. The new value is then

disployed

Due te the fact that MBS cannot access the partition de-
finition tables while they are being updated by Control,
all set command values are stored inasteck until the user
wishes to enter them cs o group. While the values are
heing stared ‘n the partition definition stack, the partition
definition tebles remain unlocked. It is only when the user
issues a STORE command that the partition definition tables
are locked and real data transfer takes place. The STORE
command thus minimizes the time that partition definition
tables need to be locked to MBS,

Each time o STCRE command is issued, the job queue is
searched ard those jobs that do not qualify for execution
under redefined partitions are rescheduled under other
partitions. Jobs that previously did not quaiify under any
partition are scheduled, if possible, for execution under a
redefined partition. The lecst amount of rescheduling is
required when all redefined partition attribute values are
set and a single STCRE commard is issued.

CLEAR This command clears the partition definition
buffer. Volues cotained from set commands following the
previous QUIT, END, STORE, or CLEAR commands are
lost. The command format is

CL{EAR]

Example:

% 9T+ 1-4
56 9T -

691 0-2
“CLEAR
SSTORE

VALUES STORED
%6 9T

6 97=0-2

Here, the range of ?-trcck tape drives for partition 6 is set
at 1-4 in the partition dzfinitio= stack cnd the current
rarge is displayed from the partition definiticn tabies. The
partition defirition stack is cle~red and, therefore, no new
attribute velues are enrered in the tobles. Subsequently to
show this, the arigiiai range . f 9-track tape drives is
displayed for partition “.

BREAK A singie BRIAK charucter may be issued while
executing partiticn commands in wder to temporarily re-
turn user contiol to the contrel comm g ievel. At the
control command ‘crel, anly nsn-partition commonds (i.e.,
LIST, CONTRCL!, etc.) will h2 recognized and other
control parameters may be modified and displayed. The
partition sub-command level may be re-entered by execu-
tion »f the PROCLED command (which will be discussed
shortly) and none or the buffer .alues resurting from ore-
vious set commands wili be lost, The nartition sub-command
level may also be re-entered oy executing o QUIT com=
mand follaved by a PARTITION command.  rowever, all
of the buffer values resulting from previnus set commands
wili be iost.

Figure 11 is an example that contains the BREA: and
PROCEED commands. Inthisexample, execut. n TIME imits
for partition 10 are set in the partition definition butfer and
the ID of the currentuser under parition 3 is displayed. At
this point, o single BREAK ch=racter is issued returning the
user to contiol command level. Control parameters with
their display flags turned on are then listed cna displayed
and a PROCEED command is executed returning control to
the partition command level. The TIME renge from the
previous set command cffecting oarfition 10 is thenentered
and the resultant value aisplayed.

END If issued at the partition sub-command level, this
command clears the partiticn definiticr stack, closes the
partition definition tables to Control access, and returns
execution control to the conirol command level. To display
or modify the partition definition tables ogoin, o new
PARTITION command must ke invoked. The format of the
command is

END

An example of the END command is given in Figure 12,

>10 TIME=0-4"
3 NSER#w

3 USER#=24

-LIST &

RUC

Figure 11. Example of BREAK and PROCEED Commands
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ouc

GUC

-CONTROL "

CURRENT # BATCH USERS (BUC=) 14 CURRENT # ON-LINE USERS (ouc)= 28

CURRENT # GHOST JOBS (GuC)= 3

-PROCEED "
>STORE “™
VALUES STORED
>10 TIME®"
10 TTME=0-4

>

Figure 11. Example of BREAK and PROCEED Commands {cont.)

1CONTROL «»
CONTROL HERE
=PARTITION -

>DISPLAY ALL s

PART TIME QUAN LOCK HOLD CUR TOL CO 7T 9T SP

t

1 _nnon-nnon’ nonn YES  YES  nnn nnnn non-nnn nn-nn nn-nn nn-nn

2 ponn-nnnn nnnn NO NO nnn nnnn nnn-nnn nn-nn nn-nn non-nn
16 nnnn-nnnn nnnn  NO NO nnn nnonn nnn-non no=nn nn-nn nn-nn
2DISPLAY 10
PART I'IME QUAN LOCK HOLD CUR TOL CO 7T 9T SP
0 2-15 500 NO NO 19 83 16-24 0-1 0-2 0-2
S Co
4 Co=L-17
>3 HOLD -

3 HOLD= 1

t ST . . . . .
The number of n's indicates the maximum number of digits that would print,

Figure 12. Example of Partition Commands
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>6 QUANED)
>1 LOCK=1:3
>2 LOCK=NO &
>8 SP=2-4
>STORE!

>8 SP&
SENDED
=ENDe

Figure 12. Example of Partition Commands (cont.)

MISCELLANEOUS COMMANDS

QuIT This command may be given after a BREAK com-
mand to terminate the interrupted session, If issued, the
interrupted environment will be lost and execution will
continue at the control command level. The format of the
command is

Qu(iT]

PROCEED This command returns control to the partition
sub-command level following an interruption. If no inter-
ruption has occurred (BREAK key has not been depressed)
and execution is at the control command level, the mes~
sage "NO BREAK ISSUED" will be output and a prompt for
a new command will be issued. The format of the com-
mand is

PR[OCEED]

An example of the PROCEED command is given in Figure 11.

BREAK At the control command level, depressing the
BREAK key may serve to interrupt a lengthy display. After
the first BREAK is issued, subsequent BREAKs are ignored
by Control. Four successive BREAKs return control to TEL.

END At the control command level, this command
causes an exit from the Control processor and returns con-
trol to TEL. The format of the command is

EN[D]

An example of this command is given in Figure 12,

TIME This command displays the time of day in hours
and minutes. The format of the command is

TI[ME]
Example:
-TIME®

12:32

SAMPLE COMMAND SEQUENCE

The command sequence in Figure 13 shows how the Control
program may be used to modify control values and to dis-
play and modify partition attributes.

CONTROL ERROR MESSAGES

The Control processor will return an error message to the
terminal whenever a command is entered incorrectly. The
error messages are listed in Table 21,

CONTROL COMMAND SUMMARY

Table 22 contains a summary of the control level commands
for the Control processor. Table 23 contains a summary
of the partition subcommond leve! commands for the Con-
trol processor. In both tables, the left-hand column speci-
fies the format and the right-hand column defines the
function.
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1conNTROL () (calls CONTROL program)

CONTROL HERE

-ADD @) (requests to set item display flags)
LTB &) (sets TB display flag)
.UB @) (sets UB display flag)
. (exits from ADD routine)
=CO @) (displays items with flags on)
# CHARS TERMINAL BLOCK (TB)= 40 # CHARS TERMINAL UNBLOCK (UB)= 10
=TB = 60 & (sets value of TB to 60)
~PART () (enters partition command level)
>DI ALL & (displays all partition attributes)
PART TIME QUAN LOCK HOLD CUR TOL CO 7T 9T SP
1 0-5 400 NO YES 25 211 0-15 0-0 0-0 0-0
2 0-15 450 NO NO 13 77 0-32 0-0 0-2 0-1
3 15-60 500 NO NO 7 14 16-63 0-0 0-3 0-2
4 6~-15 600 YES YES 0 3 16-32 0-0 0-0 0-0

(interrupts partition display session)

ST {calls for time to be displayed)
23:12

=PR &0 (proceeds at partition command level)

>4 LOCK = 0 @ (sets LOCK attribute of partition 4 to 9=No)

SSTORE o (in effect, opens partition 4 for scheduling)
VALUES STORED (stores attribute in partition table)

SEND ¢ (exits from partition command level)

=END () (exits from CONTROL)

Figure 13. Sample Command Sequence
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Table 21.

Control Error Messages

Message

Description

'CURRENT' VALUES MAY NOT BE
ALTERED

An attempt was made to set a current value (see Table 17).
Current values may only be displayed.

ILLEGAL COMMAND

The command verb was not recognized by Control, Reenter
the command.

INVALID NUMBER

The value of the control parameter is invalid, Reenter the
control parameter name and the correct value.

1/O ERROR AT xxxxx THROUGH M:XX DCB
'message from ERRMSG file corresponding to ABN
code' 170 SUBROUTINE CALL AT xxxxx

An ERR/ABN return occurred through reading the M:S1 DCB
or writing the M:LO or M:DO DCBs. Input and output will
be reassigned to the default devices for this type of job if
set to other devices. Otherwise an abort will occur.

LIMIT CHANGE REQUIRES
AT LEAST PRIVILEGE BO

The user does not have privilege level of at least X'B0' which
is required to modify system limits,

MONITOR ACCESS REQUIRES
AT LEAST PRIVILEGE 80

The user does not have a privilege level of at least X'80'
which is required to access the monitor.

NO BREAK ISSUED

An attempt was made to QUIT or PROCEED when no
BREAK was active.

NO SUCH ATTRIBUTE

The partition attribute specified in the command does not
exist.

NO SUCH CONTROL NAME

An attempt was made to change a performance parameter
that does not exist or is incorrectly represented.

NO SUCH NAME

An attempt was made to set or reset a nonexistent print flag
with an ADD or DROP command. Reenter the command
with the correct flag.

NO SUCH PARTITION

The partition number specified in the command is out of the
range 1-16 or refers to a nonexistent partition.

NUMBER NOT WITHIN LEGAL RANGE
PERMISSIBLE RANGE = xx-xx

The value of the control parameter is outside of the legal
range. Reenter the command with a legal control param-
eter value (see Table 16).

PARTITION ATTRIBUTE DEFINITION
REQUIRES AT LEAST PRIVILEGE CO.

The user does not have a privilege level of at least X'CO'
which is required to change partition attribute definitions.

PARTITION CONTROL ACTIVE

An attempt was made to reopen partition control without
terminating the previous command session.

PARTITION CONTROL ACTIVE
QUIT, PROCEED, OR CONTROL COMMAND

The user has attempted to reenter the partition subcommand
level after having interrupted a previous partition command
level session with a break. He must resume the previous
session, quit it, or issue a control level command.

SAD CAL FAILURE IN '34MAP' —
REASSEMBLE

An internal assembly problem exists. See system
analyst.
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Table 21. Control Error Messages (cont.)

" Message

Description

* k ok k

A numeric overflow occurred on CONTROL or CONTROL!
display of a system control parameter. The parameter will
automatically be displayed as a single parameter display.

rSMUIS is the maximum number of users allowed in the system. (It is the sum of the SYSGEN parameters MAXB,

MAXO, and MAXG.)

tt . . . .
OUM is the maximum number of on-line users allowed in the system.

r”MA)(G is the maximum number of ghost jobs that may be present in the system and is specified at SYSGEN time.

Table 22. Control Command Summary (Control Level)

Command Descriptior;

-AD([D] Turns on the print flags for the specified items. An item may be the Control Name

.item of any item in Tables 16 and 17,

- item

BREAK (i.e. ) Returns control to TEL if depressed four consecutive times. (May be used to
interrupt a lengthy display by issuing once.)

CO[NTROL] Displays all parameters listed in Tables 16 and 17 that have their print flags on.

CO[NTROL]! Displays all parameters listed in Tables 16 and 17 whether or not their print flags
are on.

-DR[OP] Turns off the print flags for the specified items. An item may be the Control Name

.item of any item in Tables 16 and 17.

:ifem

EN[D] Causes an exit from the Control processor and returns control to TEL.

L1{sT] Lists the names of all items which hove their print flags on.

name Displays the specified parameter value. The name must be an item name from the

lists in Tables 16 and 17.

name = value

Sets the value of the specified control parameter. The name must be the Control
Name of a control parameter and the value must be within the range for the
parameter (see Table 16).

PR[OCEED]

Returns control to the partition sub-command level following an interruption. If
no interruption has occurred (BREAK key has not been depressed), an error message
is output and execution returns to the control command level.
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Table 22. Control Command Summary (Control Level) (cont.)

Command Description

Qu(lr) Terminates a previous session interrupted by a BREAK command and passes execution
to the control level.

TI{ME] Displays the time of day in hours and minutes.

Table 23. Control Command Summary (Partition Sub-Command Level)

Command Description

-AD[D] Turns on the print flags for the specified items. An item may be the Control Name
.item of any item in Tables 16 and 17,

~item

BREAK (i.e. ) Causes execution control to return to the control command level and to remain there

until @ PROCEED command is invoked or until a QUIT command followed by a
PARTITION command is issued.

CL[EAR’ Clears the partition definition buffer.
n

DISPLAY]{n - n Displays the partition attributes for the partition numbered "n", a range of partitions,
ALL or for all partitions. The partition attributes ACCT and USER? are not displayed.

-DR[OP] Turns off the print flags for the specified items. An item may be the Control Name

.item of any item in Tables 16 and 17.

Litem

EN[D] Clears the partition definition buffer, closes the partition definition tables to
Control access, and returns execution control to the control command level.

n

n - n}attribute Displays the value of the specified attribute for partition number "n", a range of

ALL partitions, or for all partitions. "Attribute" must be the name of an attribute
listed in Table 18.

n

n - nfattribute = number Sets the value of the specified attribute for partition number "n", a range of parti-

ALL tions, or for all partitions. "Attribute" must be the name of an attribute listed in
Table 18; "n" must be a valid partition number; "value" must be within the range for
the attribute and must not cause the currently allocated resources for that attribute
to exceed the maximum resource value.

PA[RTITION] Clears the partition definition buffer and opens the partition definition tables for
display (if the user privilege is at least X'80') or modification (if the user privilege
is at least X'CO0').

ST[ORE] Enters the values of all attributes set in the partition definition buffer into the

partition definition tables and clears the partition definition buffer.
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STATS

The CP-V performance moniter, STATS, performs two
functions:

e It displays selected performance data in real-time.
e It creates chronological and sorted "snapshot" records
of performance data for later processing by the Sum-

mary processor.

A good procedure to follow for monitoring system perfor-
mance is outlined below:

1. Have operations personnel start STATS as a ghost job
each day to generate the snapshot files.

2. Use Summary to periodically process the snapshot files,
obtaining chronological data, sorted and ordered data,

and an overall summary of the system's performance.

The following types of data are typically extracted from
the Summary reports:

1. A histogram of estimated user intensity showing the
frequency of occurrence of each user intensity.

2. The percent of CPU time versus the estimated user
intensity.

3. On-line processor usage.
4. Batch processor usage.

5. Monitor service versus the number of users logged for
a given user intensity group.

STATS may be run as a batch job, as a ghost job, or on-line,
The must must have a privilege level of at.least 80, The
DCBs used by STATS are listed in Table 24,

In the batch mode, STATS is called with the STATS control
command. The series of cards thot follow list the commands
to STATS. When writing this list of commands the wuser
must anticipate the interactive statements that STATS would '
send were it run in the on-line mode. This will be clear
when the commands are described.

STATS is initiated as a ghost job by the following key=in:
GJOB STATS

The commands to STATS must have been stored previously
in a file named GHOSTSI in the :SYS account, A de-
fault GHOSTSI file is provided in :SYS. The outpwt files
GHOSTDO and GHOSTLO are created to contain the
output lines normally output vie M:DO and M:LO respec-
tively. The files GHOSTDO and GHOSTLO are generated
automatically in the :STATS account and the associated
DCBs may not be SET or ASSIGNed. Symbiont output is
not allowed for a STATS ghost job since the job may sleep
for many hours.

The STATS processor is cafled on-line by entering STATS as
a TEL command. The processor responds by typing 'STATS
version number HERE' and then prompts for a command.

Example:

ISTATS @
STATS BOO HERE

Table 24, STATS DCB Usage

STATS is run as a ghost job.

On-line Batch Ghost

DCB Function Default Default Setting

M:510@ Command input and user responses to interactive User After ISTATS fid=GHOSTSI.

statements. console card :SYS

M:LO@ @ | Report output. User Line fid=GHOSTLO.
console printer :STATS

M:DO @ Interactive statements and error messages. User Lire fid=GHOSTDO.
console printer :STATS

Notes:

®©  M:SI may be assigned to a file containing a predefined set of commands. This allows automatic execution of repeti-
tious tasks. Input from a file will be echoed via M:DO to provide a hard copy.

@ M:SI, M:LO, and M:DO may be assigned to separate files via on-line SET or batch ASSIGN commands except when

@ M:LO may be assigned to the line printer if the on-line user's account authorization contains the appropriate flags.
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Table 24.

STATS DCB Usage (cont. )

On-tine Batch Ghost
DCB Function Default Default Setting
F:2 Chronological snapshot file (consecutive). fid= fid= fid=
SNAPSHOT SNAPSHOT SNAPSHOT.
STATS
F:3 Sorted snapshot file (keyed). fid- fid= fid=
SSNAPSHOT SSNAPSHOT SSNAPSHOT.
:STATS
M:OC Ghost job error messages for operator. None None Operator's
Console

STATS prompts for commands with a dash (=) and prompts
for responses to interactive statements with a 'greater
than' (*) character,

Depressing the BREAK key once will interrupt any current
operation and leave control at the STATS command level.
The PROCEED command (described later) is used to resume
executicn from the point of interrupt.

KEY CONCEPTS

TERMINOLOGY

A number of definitions are necessary for an understanding
of the STATS processor,

SNAPSHOT file a consecutive file with one record for
each snapshot interval. The records are added chrono-
logically. Each record contains an entry for each com-
puted statistic {there are 100 such items), the SYSTEM
and SWAP histograms (defined later), and a list of the
processor names for which CPU time was computed
individually.

SSNAPSHOT file a binary file that is identical to the
data in the SNAPSHOT file except that the records
are reordered. The reordering is done by using o key
that is generated based upon the snapshot user inten-
sity, number of logged on users, and the time and date.

User intensity an estimate of the on-line user load com~
puted by dividing on-line CPU time by user think-type
time. This number grows larger if the tasks are longer
and the users do not take long to think and type.

Sample interval either one of the following depending

upon the operation being performed:

1. The time between snapshots.

2.  The time between displays.

ALL A term that is used to specify the interval from
the time of system reset or start-up to the time of a
report. ALL statistics are not as informative as other
statistics since the entire interval is not always of
interest. For example, the time between system start-up
and the time the first user logs on is a period which

may not be of interest.

TERMINAL INTERACTION CONCEPTS

There are several concepts that define the measurements
associated with on-line user characteristics and system
response, These measurements are depicted in Figure 14.

STATS REPORT FORMAT CONTROL

When the user requests reports or displays, STATS refers to
a set of print flags to determine which statistical groups are
to be printed. The print flags and other STATS flags are
listed in Table 25. Several of the flags have been described
in greater detail in Figures 15 through 26. (These figures
are referenced throughout Table 25.) Two of the flags
are not used in determining which statistical groups are

to be printed; rather, they determine whether or not re-
ports and snapshot files can be generated simultaneously.
Commands are provided that enable the user to set and
reset the flags.

The CONTROL! command is the only display command that
does not reference print flags. Instead, it displays a subset
of the items listed in Tables 16 and 17. The display is the

same as the PARAM display group (see Figure 15) but is not
controlled by the PARAM flag.
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Interaction time
17 .
Task turn-around time Remaining
————————— ) o
User response time output
T
— Thinking and typing time —m
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Intermittent CPU time due
to 1/O wait and queue-for-
service delay User think , User typing
re-——— s a3 . —
time , time
RT
st — .
Response time
Intermittent o First time the
™ terminal output o user types
Program First
activation
Input output Read Input
complete character complete
Character received Control of the CPU The service program issues The receipt of an acti-
at the computer ter=~ is turned over to the a Read to the terminal re- vation character initiates
minates the message program servicing questing input of the next a task for the system.
input by the user. message just received command from the user.
{the reading program),
Figure 14. Terminal Interaction Concepts
Table 25, STATS Flags
Item name Description
1 A standard display that lists histogram data as for the SYSTEM display group including response time,
interaction time, turnaround time, task time, character in and character out histograms.
2 A standard display that includes the same information as standard display '1' and, optionally, histo-
grams for a preselected shared processor. The shared processor moy be selected by the system
manager by setting P:PROCN via Executive Delta or a patch.
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Table 25. STATS Flags (cont.)

[tem name Description
3 A standard display that includes the following display groups (which are described shortly):
BATCH TASK (shown in order
of appearance in
1O USERS the display)
ONLINE QUEUE

4 A standard display that includes the SUMMARY and CPU display groups. This is the default stan-
dard display.

5 A standard display of the SWAP display group.

ALL A display which includes standard displays 1, 3, 4, and 5 as follows:

SUMMARY CPU QUEUE (shown in order
of appearance in

ONLINE BATCH SYSTEM the display)

'O TASK SWAP

INTERACT USERS

BATCH A display that lists the percent of CPU time used by each monitored shared processor for batch pro=-
grams only. The CPU percentage includes batch execution and service time. (Figure 18 describes
this display in detail.)

cpPU A display group that includes the percent of CPU time for the monitor and for on-line and batch
users broken down into execution and service time. Monitor service, idle, and swap wait time
is also listed for a complete view of CPU utilization. (Figure 17 describes this display in detail. )

c.arm A display of the total number of interactions received since start-up.

C.TIC A display of the minutes since system start-up.

/0 A display of the 1/O rates for the system including symbiont accesses, CALs, and number of inter-
actions per sample minute. (Figure 21 describes this display in detail.)

ONLINE A display of the percent of CPU time used by on-line users for each of the monitored shared
processors. The CPU percentage includes user execution and service time. (Figure 19 describes
this display in detail.)

PARAM A display that includes some control parameters and some other statistics. This print flag adds these
control parameters to all subsequent reports. The CONTROL! command may be used to display this
group. (Figure 15 describes this display in detail.)

PROC A display of five histograms for a preselected processor including think-type time, turn-around time,
CPU task time, terminal input characters per line, and terminal output characters per line. The
processor is preselected by setting P:PROCN via Executive Delta or a patch. (Figure 25 describes
this display in detail.)

QUEUE A display that summarizes the user state queues at the end of each sample interval. (Figure 23 de-
scribes this display in detail.)

REPORT A nondisplay flag that controls whether or not a report is to be generated while executing the

FILE command.
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Table 25, STATS Flags (cont,)

[tem name Description

SNAPSHOT A nondisplay flag that controls whether or not snapshot records are to be generated while executing
the DISPLAY command.

SUMMARY A display that contains key measures of system performance (such as the number of logged users and
the measures of response). (Figure 16 describes this display in detail.)

SWAP A display of five histograms including distribution of:

e  The number of users per outswap,

o The outswap time,

e The inswap time for user JITs, shared processors, and overlap,

e  The inswap time for the entire user excluding the JIT and shared processors.

e The inswap time for the entire user excluding shared processors and overlap.
(Figure 26 describes this display in defail,)

SYSTEM A display of seven histograms including distributions for response time, interaction time, think-type
time, fturn-around time, CPU task time, terminal input characters per line, and terminal output
characters per line. (Figure 24 describes this display in detail., )

S:CUIS A display of the number of current users in the system. This number includes batch users, on=line
users, ghost jobs, and user's with lines who have not yet logged on.

TASK A display of task statistics including interaction time, response time, and task time. (Figure 22
describes this display in detail.)

USERS A display that lists the number of users for several shared processors. The numbers are the

i counts existing at the end of the sample interval, (Figure 20 describes this display in detail.)

The PARAM display is printed in the following format:

PARAM

HOUR :MINUTES INTERVAL IN MINUTES
MAX = BATCH USERS MAX # ONLINE USERS
AVERAGE BATCH SIZE K AVERAGE ONLINE SIZE K
= CHAR TERM BLOCK # CHAR TERM UNBLOCK
MSEC W/0 INTERRUPT MSEC SWAP QUANTUM
AVE BATCH QUANTUM MSEC ONLINE COMPUTE

COMPUTE QUEUE SHARING

where

HOURS:MINUTES specifies the hour followed (without a separator) by the minutes, This item is useful in
selecting a sort filter for the Summary processor,

INTERVAL IN MINUTES is the number of minutes in the snapshot interval. This item is useful in selecting
a sort filter for the Summary processor.
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MAX # BATCH USERS is the maximum number of concurrent batch users and is the control parameter BUM
which may be set by the system manager via the Control processor.

MAX # ONLINE USERS is the maximum number of concurrent on-line users and is the control parameter
OUM which may be set by the system manager via the Control processor.

AVERAGE BATCH SIZE K is the current average size of all active batch partitions. This number includes
context and excludes shared processors and overlap. (Reference: UB:PCT table.)

AVERAGE ONLINE SIZE K is the current average size of all on-line users. This number includes context
and excludes shared processors and overlap. (Reference: UB:PCT table.)

#CHAR TERM BLOCK is the number of characters at which to block terminal output. This is the control pa-
rameter TB which may be set by the system manager via the Control processor.  This parameter should be
set high enough to prevent terminal output-bound users from being swapped too frequently. The faster the
terminal transmission, the higher this parameter should be set. If the value is too high, however, the ai-
located COC buffers may be insufficient to handle the load.

# CHAR TERM UNBLOCK is the number of characters at which terminal output is unblocked and is the con-
trol parameter UB which may be set by the system manager via the Control processor. This parameter causes
output-bound users to be queued for CPU service before the COC output buffer for that user is empty. The
faster the terminal, the higher this parameter should be set.

MSEC W/O INTERRUPT is the amount of uninterrupted compute time guaranteed a user and is the current
value of the control parameter QMIN which may be set by the system manager via Control. A low value

increases the burst 1/O rate. A high value decreases the rate at which the system services different
users,

MSEC SWAP QUANTUM is the amount of time a user is guaranteed core residency before swap out. This
parameter is the current value of the control parameter SQUAN which may be set by the system manager
via Control. Increasing this value decreases the swapping rate. This parameter can be used to reduce the
swapper load, but it will be at the expense of user response time.

AVE BATCH QUANTUM is the average setting of the QUAN control parameter for all active batch parti-
tions. (QUAN is the time-slice by which compute-bound users are shared.) The QUAN parameter is set
for each partition by the system manager via the Control processor.

MSEC ONLINE COMPUTE is the setting of the QUAN control parameter for on-line users. (QUAN is the
time-slice by which compute-bound users are shared.) The QUAN parameter is set by the system manager
via the Control processor. The values of QUAN for on-line and batch and the number of on-line and
batch users in the compute-bound queue determine the mix of on-line and batch computing that is done.

COMPUTE QUEUE SHARING is the batch bias. Zero indicates that batch compute-bound tasks have less
priority than on-line compute-bound tasks. Nonzero indicates that batch and on-line compute-bound tasks

have equal priority. Batch bias is the BB control parameter that may be set by the system manager via the
Control processor.

Figure 15. Description of the PARAM Display (cont. )
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The SUMMARY display group is printed in the following format:

SUMMARY ALLY  gyaptt
BATCH STREAMS
ONLINE USERS
% CPU/BATCH USER
% CPU/ONLINE USER
BATCH EXEC/SERV
ONLINE EXEC/SERV
CPU MSEC PER I/O
ONLINE TIME MIX
ONLINE INTENSITY
ONLINE TASKS/MIN
% INTERACTIVE
90% RESPONSE MSEC
TURNAROUND SEC
ETMF

where

BATCH STREAMS is the number of active batch partiticns at the end of the snapshot interval. This statistic
is available for the SNAP column only,

ONLINE USERS is the number of on-line users at the end of the snapshot interval. This statistic is available
for the SNAP column only. '

% CPU/BATCH USER the percent of time used for batch execution and batch service divided by the number
of batch users. This statistic is available for the SNAP column only.

% CPU/ONLINE USER the percent of time used for on-line execution and on-line service divided by the
number of on-line users. This statistic is available for the SNAP column only.

BATCH EXEC/SERV is batch execution time divided by batch service time. This is a measure of the degree
to which batch jobs are compute-bound.

ONLINE EXEC/SERV is on-line execution time divided by on-line service time. This is a measure of the
degree to which on-line jobs are compute~bound.

CPU MSEC PER I/O is the sum of batch and on-line execution and service time (in milliseconds) divided
by the number of SIOs. This is a measure of the degree to which batch and on-line jobs are
compute-bound,

ONLINE TIME MIX is a measure of the compute~bound character of the on-line user load. It is obtained
by dividing the compute-bound milliseconds by the interactive task milliseconds, This measure is large
when the interactive load is light. A task is considered interactive when less than SQUAN milliseconds
(see Table 16) are required for completion of a task.

ALL lists statistics for the period of time since system restart,

tt
SNAP lists statistics for the sample interval only.

Figure 16. Description of the SUMMARY Display
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ONLINE INTENSITY is an estimate of the on-line user load. It is computed by dividing the on-line CPU
milliseconds by the number of think-type minutes. On-line CPU milliseconds include execution and service
time for on-line users. This statistic is approximately equal to the average task time (in milliseconds) mul-
tiplied by the task rate (measured in tasks per think-type minutes),

ONLINE TASKS/MIN is a measure of the rate at which tasks are arriving from logged on-line users. It is
computed by dividing the number of tasks received from on-line users by the total number of logged minutes
for on-line users.

% INTERACTIVE is another measure of the character of the user load. It is computed by dividing the number
of interactive tasks that completed within SQUAN milliseconds of CPU time by the total number of tasks
that completed in the sample time interval and converting this value to a percent by multiplying by 100.

90% RESPONSE TIME defines the point on the response time histogram (the point representing a number of
milliseconds) at which 90% of all tasks receive CPU service within this number of milliseconds.

AVERAGE TURNAROUND is the average number of seconds between the receipt of an activation character
from a user and the first line of output for that user.

EXECUTION MULTIPLICATION FACTOR is a dynamically changing estimate of the execution time multi-
plication factor (ETMF). The user may multiply the amount of CPU time required for a task by the ETMF
to estimate the elapsed time required to complete that task in that user environment.

Figure 16. Description of the SUMMARY Display (cont.)

The CPU display group is printed in the following format:

CPU % ALLt SNAPLE
BATCH EXEC
BATCH SERV
ONLINE EXEC
ONLINE SERV
MONITOR SERV
IDLE
SWAP WAIT
1/0 WAIT
1/0&SWP WAIT
TOTAL

where

BATCH EXEC is the percent of CPU time spent for batch programs executing in the mapped slave mode,

- BATCH SERV is the percent of CPU time spent for the monitor for services required by batch programs. User
service for batch programs is always executed in the mapped master mode.

t . - . . .
ALL lists statistics for the period of time since system restart.

tt
SNAP lists statistics for the sample interval only.

Figure 17. Description of the CPU Display

STATS

81




ON-LINE EXEC is the percent of CPU time spent for on~line uggrs executing in the mapped slave mode.

ON-LINE SERV is the percent of CPU time spent in the monitor for services required by on-line users.
User service for on-line users is always executed in the mapped master mode.

MONITOR SERV is the percent of CPU time spent for the monitor for scheduling, swapping, symbionts, and
other monitor services executing in the unmapped master mode.

IDLE is the percent of CPU time spent for unmapped master mode with no execution and no swaps in progress.

SWAP WAIT is the percent of CPU time spent in unmapped master mode with a swap in progress but with no
execution in progress.

1/O WATT is the percent of CPU time spent in unmapped master mode with 1/O in progress but with no ex-
ecution and no swapping in progress,

/0 & SWP WAIT is the percent of CPU time spent in unmapped master mode with a swap and 1/O in progress
but with no execution in progress.

TOTAL is the sum of the percentages listed above. The accounting for ghost jobs causes this value to be
less than 100%. Deferred accounting may cause a value of less than 100% to be followed by a value
greater than 100% on the next interval.

Figure 17, Description of the CPU Display (cont.)

The BATCH display group prints in the following format:

BATCH % ALLEt SNaptt
LINK
DELTA
:POO
:P11
EDIT
PCL
BASIC
METASYM
LOADER
FORT
USER
SHARED

where the percent of the CPU time for batch users is listed for each of the monitored shared processors. All programs
which are not shared are grouped and listed as USER PROG. All other shared processors are grouped and listed
as OTHER SHARED.,

t . .y . . .
ALL lists statistics for the period of time since system restart,

tt . s .
| SNAP lists statistics for the sample interval only.

Figure 18. Description of the BATCH Display
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The ON-LINE display group prints in the following format:

ONLINE % ALLt SNaptt
LINK
DELTA
:POO
:P11
EDIT
PCL
BASIC
METASYM
LOADER
FORT
USER
SHARED

where each of the monitored shared processors (as defined by SYSGEN) is named and the percent of the CPU time
used by each processor is listed. The percent is based upon the total available CPU time in the interval.

All programs that are not shared are listed as USER PROG. All other shared processors are grouped and listed
as OTHER SHARED.

t . - . . .
ALL lists statistics for the period of time since system restart,

t . eae .
SNAP lists statistics for the sample interval only.

Figure 19. Description of the ON=-LINE Display

The USERS display group prints in the following format:

USERS #
BASIC
DELTA
EDIT
FDP
FORTRAN
FORTLIB
LINK
LOADER
METASYM
PCL
TEXT
IN CORE

where each of the listed processors are associated with the number of users printed at the right. The number of

users is evaluated only at the end of each snapshot interval and does not represent an average count for the interval,
The number of users in core (item IN CORE) is a count at the end of the interval and includes STATS as one

of the users in core. All these statistics in this group are counts (not averages) that provide some understanding of
the system performance.

Figure 20. Description of the USERS Display
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The 1/O display group prints in the following format:

1/0 PER MIN ALLt SNAPtt
SERVICE REQ
INTERACT IONS
CHAR IN
CHAR OUT
TERM WRITES
1/0 ACCESSES

SYMBIONT
IN SWAPS
OUT SWAPS
where
SERVICE REQ is the average number of system CALs executed per minute of sample time.
INTERACTIONS is the average number of tasks submitted by on-line users per minute of sample time. Each

task is initiated by an activation character such as a carriage return.

CHAR IN is the average number of characters received by the COC per minute of sample time. The
average number of characters per line may be obtained by dividing the CHAR IN value by the
INTERACTIONS value.

CHAR OUT is the average number of characters output by the COC per minute of sample time.

TERM WRITES is the number of terminal writes, i.e., the number of lines output to the termin-'. The
average number of characters per terminal write may be computed by dividing the CHAR OUT value by
the TERM WRITES value.

/O ACCESSES is the average number of tape, RAD, and disk accesses per minute of sample time. This rate
may be limited by the number of core partitions, by the capacity of an 1/O device or channel, or
by low user demand.

SYMBIONT is the average number of symbiont accesses per sample minute. This rate fends to be device
controlled and buffered from user demands.

IN SWAPS is the average number of users swapped in per minute of somple time.

OUT SWAPS is the average number of outswaps per minute of sample time. More than one user may be
swapped out in a single out swap.

t
ALL lists statistics for the period of time since system restart.

"SINAP lists statistics for the sample interval only.

Figure 21, Description of the 1/O Display
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The TASK display group has the following format:

TASK ALL®Y  snaptt ‘ |
INTERACT
THINK-TY
TURNARND
COMPLETE
RESPON MS
CPU MS

where
INTERACT is the average number of seconds between activation characters,

THINK-TY is the average number of seconds between the prompt character transmission and the receipt of
activation character.

TURNARND is the average number of seconds from the receipt of the activation character to the first line
of output printed to terminal. ‘

COMPLETE is the average number of seconds from the receipt of the activation character to the next prompt
character transmission,

RESPON is the average number of milliseconds from the receipt of the activation character to the beginning
of the first quantum of CPU time.

CPU is the average amount of CPU time required for all tasks completed in the sample interval.

t
ALL lisis statistics for the period of time since system restart.

tt
SNAP lists statistics for the sample interval only.

Figure 22. Description of the TASK Display

The QUEUE group display has the following format:

QUEUE #
LOGGED
LOGGING
BATCH
GHOST . :
TERM IN I
TERM OUT
COMPUTE
COMP BND |
1/0
SLEEP

where

LOGGED is the number of on-line users who have already logged on; i.e., the number of on-line users
who are not associated with the LOGON processor at the end of the sample.

LOGGING is the number of on-line users who have lines but are not yet logged on; i.e., the number of
on-line users who are associated with the LOGON processor at the end of the sample.

Figure 23. Description of the QUEUE Display
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BATCH is the number of active batch users at the end of the sample.
GHOST is the number of active ghost jobs at the end of the sample.

TERM IN is the number of terminal input bound users that are in the STl and STIO state queues. These users
are thinking and typing.

TERM OUT is the number of terminal output bound users in the STOB and STOBO state queues. These users
are waiting for output printing to be completed.

COMPUTE is the number of users in the SEC, SBK, SON, SIR, STOC, SIOC, SIOCZ SC, and SCU state

queues. These users are waiting for CPU time but are hot compute bound.

COMP BND is the number of users in the SCOM and SBAT state queues. These users are on-line and
batch compute bound users.

1/O QUEUES is the number of users in the SIOW, SIOIP, SIOIP2, and SQA state queues.

SLEEPING is the number of users in the SW queue. These users have executed the M:WAIT system CAL.

Note: The total number of users for LOGGED, LOGGING, BATCH, and GHOST should equal the total number
of users for TERM INPUT, TERM OUTPUT, COMPUTE, COMPUTE BND, 1/O QUEUES, and SLEEPING. All
of these queue statistics are counts at the end of the sample interval when STATS is in core and are
not averages in any sense,

Figure 23. Description of the QUEUE Display (cont.)

The SYSTEM display includes seven system histograms in the following format:

ommmmme- SYSTEM==-=w-mu- > <~SYSTEM->
RESP INTR TYPE TURN CPU INLN OTLN
x 1 MS SEC SEC SEC Ms x ‘ CHAR CHAR
“ <1 % <5
o <2 o <10
= 2
< <5 5 <15
> <10 > <20
<20 ‘ <25
<50 <30
<100 <35
<200 (nn —— the percent of response time <40
<500 entries that took less than <45
<1lK 200 milliseconds but gredter <50
<2K than 100 milliseconds) <55
<5K <60
<10K <65
&UP &UP
TOT# TOT#
where
RESP is a listing of the response time histogram. Each column entry specifies the percent of the on-line
interactions that received CPU service within x milliseconds of the receipt of an activation character.
The value of x is listed in the column at the left side. This distribution is dependent upon the swap device
characteristics and upon the time required to find free tore.
INTR is a listing of the interaction time histogram. Eath column entry specifies the percent of the inter—

actions that were received within x seconds of the last interaction for the user. The value of x is listed in

Figure 24. Description of the SYSTEM Display
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the column at the left side. This distribution depends upon the rate at which users submit interactions and
upon the rate at which the system completes the tasks.

TYPE is a listing of the think-type time histogram. Each column entry specifies the percent of interactions
that required less than x seconds from time of the prompt character printing to the time at which the acti-
vation character is received, (The activation character is usually a carriage return.) The value of x is
listed in the column at the left side. This histogram is dependent entirely upon the users thinking and
typing time.

TURN is a listing of the turn-around time histogram. Each column entry specifies the percent of interactions
that required less than x seconds from the receipt of an activation character to the time at which the
user received the first line of output. The value of x is listed in the column at the left side. This histo-
gram is dependent upon the response time and upon the account of time required to give the user
some output. Some interactions generate output immediately while others generate output only upon com-
pletion of the task.

CPU is a listing of the CPU task time histogram. Each column entry specifies the percent of the interactions
that required less than x milliseconds of CPU time. The value of x is listed in the column at the left side.
Some tasks may require minutes. Other tasks may require only a few milliseconds. The distribution is de-
pendent upon the type of tasks that users initiate.

INLN is a listing of the characters per terminal input line histogram. Each column entry specifies the per-
cent of interactions which contained less than x characters, The value of x is listed in the column at the
left side. This histogram is dependent upon the users' terminal usage. Type-ahead lines are concatenated
as a single input without being counted individually.

OTLN is a listing of the characters per line of terminal output histogram. Each entry shows the percent of
output lines that contained less than x characters. The value of x is listed in the column at the left side.
The terminal block control parameter (TB) determines the number of characters at which the user will be
suspended (become output bound)..

Figure 24, Description of the SYSTEM Display (cont. )

The PROC display includes five histograms for a pre-selected shared processor which may be under test. The PROC
display has the following format: :

<~ =-PROCESSOR--> <PROCESS->

TYPE TURN CPU INLN OTLN

x l SEC SEC MS x ; CHAR CHAR
% <1 S <5
o <2 o <10

=] D

] <5 <5 <15
> <10 > <20
<20 <25
<50 <30
<100 <35
<200 <40
<500 <45
<1K <50
<2K . <55
< 5K <60
<10K <65
&UP &UP
TOT# TOT#

The definitions of the columns are the same as for the SYSTEM display. Note that the CPU histogram and the RESP
histogram are not included in the PROC display.

Figure 25. Description of the PROC Display
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The SWAP display groups includes five histograms of swapper characteristics in the following format:
<=~0UT SWAP=-~--> <---IN SWAP--->
TOT JIT REST TOT
l } #USERS MS l } MS MS MS
X =0 <1 e <1
o =1 <2 ° <2
3 =2 <5 3 <5
3 =3 <10 S <10
=4 <20 <20
=5 <50 : <50
=6 <100 <100
=7 <200 <200
=8 <500 <500
= <1K <1K
=10 <2K <2K
=11 <5K <5K
=12 <10K <10K
&UP &UP &UP
TOT# TOT# TOT#
where

#USERS is a listing of the number of users per outswap histogram. Each column entry specifies the percent
of the outswap attempts for which x users were swapped. The value of x is listed in the column at the left
side. When x=0, no outswap occurred. :

TOT is a listing of the outswap time histogram for actual outswaps. Each entry specifies the percent of out-
swaps that required less than x milliseconds. The value of x is listed in the column at the left side.

JIT is a listing of the time histograms that record the milliseconds required to swap in single page JITs,
system overlays, and shared processors. Each column entry specifies the percent of the inswar: .hat re-
quired less than x milliseconds. The value of x is listed in the column at the left side. This histogram is
dependent upon the swap device, and upon the size of the overlap and shared processors.

REST is a listing of the time histograms recording the milliseconds required to swap in the rest of a user once
the JIT has been swapped in and processed. Each entry specifies the percent of user inswaps that required
less than x milliseconds to be swapped in (exclusive of the JIT inswap). The value of x is listed in the
column at the left side.

TOT is a listing of the time histograms recording the milliseconds required to swap in the entire users (JIT
and REST above). Each column entry specifies the percent of inswaps that required less than x milli-
seconds. The value of x is listed in the column at the left side. The JIT and REST histograms may not be
added fogether in any way to obtain this histogram.

Figure 26. Description of the SWAP Display
STATS COMMANDS Descriptions of the commands and some of the examples are
written for the on-line mode. If STATS is expecting a

The STATS commands will be described in the following command and an asterisk is input in the first column, the
order: remainder of the line is considered to be a comment.

HELP CONTROL!

ADD FILE HELP This command lists a brief description of STATS

DROP BREAK (i.e. &) processor commands and DCB usage. The listing is shown

BUILD PROCEED in Figure 27. The format of the command is

LIST TIME

DISPLAY END : HELP
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DESCRIPTION OF STATS COMMANDS
ADD - ADD PRINT FLAGS
B O - RESET PRINT FLAGS
B(UILD) 1 - BUILD DISPLAY FOR SYSTEM DISTRIBUTIONS
B 2 - BUILD DISPLAY FOR SYSTEM AND PROCESSOR
DISTRIBUTIONS
B 3 - BUILD DISPLAY FOR 7 DISPLAY GROUPS
B 4 - BUILD DISPLAY FOR SUMMARY (DEFAULT)
B S5 - BUILD DISPLAY FOR SWAP DISTRIBUTIONS
CONTROL! - LIST SOME OF CONTROL PARAMS
DISPLAY - REPORT (AND UPDATE SNAPSHOT FILES)
DROP ~ DROP PRINT FLAGS
END - TERMINATE LISTS OR RETURN TO TEL
FILE - UPDATE SNAPSHOT FILES (AND REPORT)
LIST - LIST CURRENT FLAG STATUS
TIME - PRINTS CURRENT TIME
X - EXIT TO TEL
DCB USAGE
M:ST - INTERACTIVE INPUT COMMANDS
M:LO - REPORTS
M:DO - INTERACTIVE OUTPUT
F:2 - CONSECUTIVE SNAPSHOT FILE
F:3 - KEYED SSNAPSHOT F1LE

Figure 27. Format of the HELP Command Listing

ADD This command turns on the flags for the specified
items. An item may be the name of any item (other than
standard display numbers) in Table 25. When the STATS
processor is entered, SUMMARY and CPU are on by default.
The item names are entered following prompts. A null re-
sponse (or END) to a prompt terminates the list of items.
The format of the commard is

ADD
Example:

-ADD “)
ENTER ITEMS TO BE ADDED
>l/0 w
>CPU
>TASK
SEND @

The ADD command enables the user to select a group of
parameters fo be displayed whenever the DISPLAY command

is given, .

DROP This command turns off the flags for the specified
items. An item may be the name of any item (other than
standard display numbers) in Table 25. The item names are
entered following prompts. A null response {or END) to a
prompt terminates the list of items. The format of the
command is

DROP

Example:

-DROP)
ENTER ITEMS TO BE DROPPED
>0
>CPU &)
>TASK @&
>END )

BUILD This command turns on the print flag for a num-
bered standard display and turns off all other print flags.
The format of the command is

B[UILD] n

where n is a decimal digit identifying the standard display
for which the print flag is to be turned on. (The standard
displays are listed in Table 25.) If n is the digit 0, all
print flags are turned off. If more than one digit is speci-
fied, the last digit is used. The print flag for standard
display '4' is ON when STATS is initially entered.

LIST This command lists the names of the STATS flags
(other than standard display numbers) and their current status
(on or off). It can be used to verify items to be included

in a standard display or to make certain that a series of ADD
and DROP commands had the desired effect. The format of
the command is

LIST

Examples:

1. When the LIST command is given before any ADD or
DROP commands have been given, the following de-
fault settings for STATS flags are listed.

-LIST &

FLAG - STATUS
PARAM - OFF
C:CIT - OFF
C:TIC . OFF
S:CUIS B OFF
SUMMARY - ON
CPU - ON
BATCH - OFF
ONLINE - OFF
USERS - OFF
1/0 - OFF
TASK - OFF
QUEUE . OFF
SYSTEM - OFF
PROC - OFF
SWAP - OFF
SNAPSHOT - OFF
REPORT - OFF
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2. In this example, the flag for standard display 3 is
turned on and all other print flags are turned off. The
LIST command is then used to obtain the current status
of all print flags.

=BUILD 3 &
-LIST

FLAG - STATUS
PARAM - OFF
C:CIT - OFF
C:TIC - OFF
S:CUIS - OFF
SUMMARY - OFF
CPU - OFF
BATCH - ON
ONLINE - ON
USERS - ON

1/0 - ON

TASK - ON
QUEUE - ON
SYSTEM - OFF
PROC - OFF
SWAP - OFF
SNAPSHOT - OFF
REPORT - OFF

DISPLAY This command displays (via M:LO) current
statistics for those items (from the group of items listed in
Table 25) that have their print flags on. The user specifies
the number and frequency of displays by responses to
two STATS interactive statements. The format of the com-
mand is

DISPLAY
Example:

-DISPLAY @)

ENTER INTERVAL IN MINUTES
>5 0

ENTER # OF INTERVALS

>4 @

If the output device cannot finish printing one display be-
fore another is ready, an error diagnostic is typed saying
‘CANNOT MAINTAIN INTERVAL'. The next interval in-
cludesall time from the last printout until the next print-
out is able to begin.,

Snapshot files may be generated during DISPLAY command
execution if the SNAPSHOT flag is on.

CONTROL! This command displays all control param-
eters that are critical to system performance. (The group
of parameters displayed is the same as for the PARAM dis-
play.) The format of the command is

C[ONTROL]!

The display immediately follows the command.
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FILE  This command creates snapshot records for the
SNAPSHQT and SSNAPSHOT files. A report may be gen-
erated simultaneously by turning the REPORT flag and the
desired print flags on. The format of the FILE command is

FILE
Example:

-FILE ©
ENTER INTERVAL IN MINUTES
>1@
ENTER # OF INTERVALS
>4
SNAPSHOT FILES OPENED
.. SLEEPING
RECORD # 1, 16:29 SEP 19,'73
.. SL<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>